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a b s t r a c t

In the context of object interaction and manipulation, one characteristic of a robust grasp is its ability
to comply with external perturbations applied to the grasped object while still maintaining the grasp. In
this work, we introduce an approach for grasp adaptation which learns a statistical model to adapt
hand posture solely based on the perceived contact between the object and fingers. Using a multi-step
learning procedure, the model dataset is built by first demonstrating an initial hand posture, which is
then physically corrected by a human teacher pressing on the fingertips, exploiting compliance in the
robot hand. The learner then replays the resulting sequence of hand postures, to generate a dataset of
posture–contact pairs that are not influenced by the touch of the teacher. A key feature of this work is
that the learned model may be further refined by repeating the correction–replay steps. Alternatively,
the model may be reused in the development of new models, characterized by the contact signatures
of a different object. Our approach is empirically validated on the iCub robot. We demonstrate grasp
adaptation in response to changes in contact, and show successful model reuse and improved adaptation
with additional rounds of model refinement.

© 2011 Elsevier B.V. All rights reserved.
1. Introduction

Object interaction and manipulation is a challenging topic
within robotics research. When a detailed model of the object
shape and surface properties is known, one can reason about
grasp optimality. However, the prior knowledge requirement is
extensive – object properties like the mass distribution or surface
texture can be difficult to obtain, for example requiring force
sensors or accurate tactile sensing – and how these properties
change as the object is manipulated can be difficult to predict.
When detailed information about the object shape and surface
properties is not known, compromises like grasp sub-optimality
and a strong reliance on accurate runtime sensing must be made.
Object manipulation becomes even more challenging within the
context of dynamic interactions, when the grasp on the object is
not static.

In this work, the target behavior is grasp adaptation; that is,
the ability to be intentionally responsive to external forces so
as to comply smoothly with external perturbations, all while
maintaining contact with the object (Fig. 1(a)). The use of force
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or impedance feedback controllers offer robust solutions to the
goal of maintaining contact with an object; however, most
works do not consider the additional goal of being intentionally
compliant and to follow perturbations [1–4]. Smooth compliance
in response to object perturbations when grasping necessitates
a tight coordination between all fingers, else the grasped object
might fall from the hand. Moreover, this coordination is typically
ensured by a good knowledge of the hand kinematics and of the
object shape [5–8]. To tackle this issue, rather than handcraft
the coordination patterns across all fingers for each novel object,
we adopt a learning approach based on human demonstration.
The coordination patterns thus are extracted from a set of good
example grasps. The use of demonstration learning is motivated
further by the high-dimensionality of the task state-space, due to
the number of degrees of freedom in the fingers and the sensory
signals at play. Showing by example can simplify the specification
of coordinated postures between all of the fingers. If the examples
are shown kinesthetically, by physically touching the robot to
move its fingers, demonstration also allows the teacher to provide
the robot with an intuitive notion of force.

Our work takes the approach of learning a statistical model
able to predict a desired hand posture and fingertip pressure
from the current signature of the contact perceived at the
robot’s fingertips. The approach depends on tactile sensing at the
fingertips and human demonstration to provide an example set
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(a) Grasp adaptation to external perturbation.

(b) Policy development through refinement and reuse.

Fig. 1. (a) Grasp adaptation: When an external perturbation is applied on the object currently grasped by the robot, the robot dynamically adapts its grasp to comply with
the perturbation. (b) Overview of our approach for learning grasp adaptation skills: An adaptive model for maintaining a grasp in response to changing contacts is built and
updated (top→bottom) by having a teacher demonstrate a grasp and then refine the range of possible grasps for adaptation through corrective feedback (left column). Robot
self-demonstration (right column) is necessary for acquiring sensory information that is not influenced by the touch of the teacher. Furthermore, the development of a new
model that is responsive to a new object is also possible through model reuse.
of feasible grasps.1 The approach does not require any kinematic
nor dynamic model of the hand nor object, unlike model-based
manipulation approaches. Such requirements of a detailed model
and consequently, precise sensing capabilities, in practice canbe an
issue for many robotic platforms. Instead, the use of a probabilistic
model allows for the encapsulation of the intrinsic non-linear
mapping between the noisy tactile data and joint information,
obtained directly from example grasps.

The dataset of examples is built both from human demonstra-
tion, and from self-demonstration by the robot after correction by
a human teacher. In particular, our model derives from a multi-
step learning procedure, that iteratively builds a training dataset
from a combination of teacher demonstration, teacher correction

1 We assume the training dataset consists of only valid grasps, such that the
grasped object does not slip or fall from the hand, as ensured by the teacher’s
supervision.
and learner replay (Fig. 1(b)). Corrections are accomplished by hav-
ing the teacher directly act on the fingers of the robot. In con-
trast to other demonstration mechanisms like vision systems or
data gloves, we suggest that directly acting on the fingers allows
the human to detect the forces applied to the grasped object, and
thus to achieve a better demonstration of the applied forces. The
dataset also is built iteratively, as the teacher interactively cor-
rects the robot’s executions and thus refines the learned behavior.
A key distinction in our work when compared to other iterative
demonstration learning approaches [9–13] is the focus on pertur-
bations, that possibly take the execution far from what has been
shown in the demonstration set. Our novel formulation for avoid-
ing over-generalization also ensures that the robot’s response is
always valid with respect to the example dataset. Our corrections
furthermore aim not only to improve upon a demonstrated behav-
ior, but also to explicitly show additional flexibility and adaptation
beyond an executed pose.

Our approach is empirically validated on the iCub robot [14],
building contact models for multiple objects of different shapes
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and sizes. The effectiveness of the iterative learning procedure is
confirmed, by measuring an increase across models in the joint
ranges encompassedby a givenmodel, aswell as in the smoothness
of the adaptation and the fingers’ ability to maintain contact with
the object when faced with perturbations. Although we overlook
the analytical force-closure constraint [15] during model training,
we show that the grasps learned using our approach do in fact
satisfy the constraint of force-closure. The benefit of self-replay
following teacher correction furthermore is demonstrated.

The following section provides an overview of the related
literature that supports and motivates this work. Section 3 then
formally introduces our approach to iteratively learn an adaptation
model, along with the details of the control method for grasp
adaptation. Hardware specifications and the experimental setup
are detailed in Section 4, and results on the iCub humanoid in
Section 5. Section 6 concludes with a summary and discussion of
contributions, and directions for future work.

2. Related work

This section provides an overview of related literature within
the topics of dexterous manipulation, tactile sensing technologies,
reactive grasping and demonstration learning.

2.1. Dexterous manipulation

In dexterous manipulation, one important task is to determine
the required actuator forces/torques to maintain a grasp to an
object [16,6,17]. Whenmaintaining grasp contact while modifying
the current posture, grasp stability is an important issue [15].
Indeed, if pose transitions are not managed carefully, undesirable
behavior can appear, e.g. the object can fall from the hand. This
control problem is hard, especially given that a robotic hand is
usually composed of a high number of degrees of freedom, and
that precise tactile sensing is difficult to obtain, and also inherently
sensitive to motion and sensor signal discontinuities [18].

In order to cope with these issues, model-based approaches
were developed, which are based on known kinematic and
dynamic properties of the hand and object [6,19]. However, these
approaches require a quasi-perfect knowledge of the geometric
relationships within the dexterous manipulator–object system.
A high quality model of the hand is thus necessary to achieve
very precise manipulator control and sensing, and such a model
is not available for many robot hands [18,1]. Moreover, because
of the high complexity of the problem, motion and manipulation
are usually preplanned, during which the quality of the grasp
or intended manipulation is also optimized through various
techniques and criteria [17,19,20]. Therefore, the application
of these methods is reduced in general to constrained and
controlled environments, and rarely adapts online in realtime.
Another drawback is that such approaches typically require high
specialization with respect to specific hand–object combinations,
and thus struggle with the challenge of generalization to novel
objects. With respect to this issue, our incremental learning
procedure suggests to reuse an existing model to bootstrap the
development of a newmodel for a similar object.Wewill show that
this procedure can efficiently reduce the time required to develop
new models.

Furthermore, recent work has shown the necessity of having
access to a rich set of sensory information in order to perform
manipulation tasks of increasing complexity [21,22,5,23]. Through
the use of such advanced sensing devices, touch-based exploratory
methods have developed that discover and learn object properties
and manipulation strategies [19,24,25]. In our work, tactile
feedback and control similarly are learned fromexperience that the
robot acquires by itself through manipulation. However, we also
take advantage of the teacher’s expertise within a programming
by demonstration framework in order to constrain the exploration
to areas of the sensory space that contain valid grasp only.
2.2. Reactive grasping and contact maintenance

A common motivation for reactive grasping strategies is to
circumvent the need for a detailed object model. By means of low-
level reflexes [26] or high-level behavioral rules [4], a grasp to
an improperly modeled object can still be achieved. Along this
line, more complex methods incorporate sensory data to improve
the current representation of the environment. The limitation
here therefore is the requirement of precise sensing, which is not
available formany robot platforms. Data gathered through reactive
grasping strategies is used to estimate the position and orientation
of a novel object [27], to systematically gather information about
the object shape [28,29] and to infer areas where the fingertip
might safely be moved to gather more sensor data [30]. Other
approaches go further and gather shape information with the
intent to build an explicit object model [31].

Another practical application for reactive grasping strategies
is to maintain contact after a grasp is established. The continued
development of sensor technologies with increasing sophistica-
tion [21,22,5,23] promoted the use of adaptive control schemes
such as force and impedance control [16,7], and later hybridmeth-
ods [5]. These approaches are hierarchically combined with high-
level and predefined behavioral laws that triggers the controllers
when appropriate. For example, early work proposed idea of us-
ing reflexes to refine andmaintain the grasp [26]. Security reflexes
are employed to recover a loss of contact [32], and fuzzy logic rules
specify a change in contact normal based on perceived forces [33].
Contact recovery behaviors are triggered by tracking temporal tac-
tile data to detect slip [5,34]. A grasping force is applied to coun-
teract the perturbing force that results from object manipulation
by the robot [8], and force feedback control is used for stabilizing
the grasps during explicit finger repositioning for object rotation
and translation behaviors [3]. Other approaches pair upper-level
controllers that target grasp points with lower-level reactive con-
trollers that avoid collisions [30,2].

As mentioned in the introduction, our work is distinguished
from existing reactive grasping approaches by its aim to be
compliant to external perturbations; furthermore, this compliance
is learned rather than being hand-coded. The learned statistical
model determines how to coordinate the motion of all the
fingers when responding to external forces. Our grasp adaptation
paradigm however does employ hierarchical control techniques
similar to those used in reactive grasping, though with a novel
formulation for smoothly switching from higher priority position
control to force control. The switch occurs if the current pose
is sufficiently close – according to a metric learned by the
probabilistic model – to the target pose.

2.3. Robot learning

Information gathered through reactive grasping procedures
also is used within learning contexts. Data gathered through
interactive trial and error is used to grasp arbitrary objects [28],
and grasp quality is improved by learning better grasp point
locations [2] or responding to pose estimates from a learned
probabilistic model [30].

Another promising research direction for helping to reduce
the complexity of dexterousmanipulation is demonstration-based
learning approaches [34,2,35–38]. All of these methods share the
intuitive advantage of being relatively simple for a human user to
transfer task knowledge to a robot. Within this line of supervised
manipulation, the robot is directly taught by a human user how
to achieve a grasp [37,38] through a variety of human–robot
interfaces such as complex computer vision systems [36,37] or data
gloves [39]. These data capture methods however do not allow a
human to perceive the forces that the robot actually applies to the
grasped object.
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Fig. 2. (a) The iCub hand and corresponding joint angles of the 3 digits used in our empirical validations. Each black fingertip of the hand consists of a tactile sensor array.
(b) By pressing on the fingertips, the teacher demonstrates to the robot the range of candidate hand poses for adaptation (light surfaces). (c) In this work, the contact
signature φ of each finger corresponds to the contact normal. (d) A perturbation applied on the object results in a change in contact signature. With this information, our
learned reactive controller is able to adapt the grasp in order to maintain the contact with the object.
Human demonstrations are not used for grasp pose description
only. For example, in the context of grasp planning, demonstra-
tion data has been treated as statistical priors to reduce the com-
putational cost for searching for optimal solutions [35]. Another
example is to use the variability between demonstrations to teach
a robot in what way, and by howmuch, to react and adapt to envi-
ronmental perturbations [37].

Learning procedures lend themselves naturally to iterative
dataset building and behavior refinement. For example, a hu-
man teacher might supervise the learning process, by mod-
ifying targets learned from demonstration [9] or resolving
ambiguities in goal representations [10]. Datasets are iteratively
built by providing new demonstrations in areas of low policy pre-
diction confidence [40,41], by providing explicit corrections on
policy predictions to generate new data [40,12] and by physi-
cally touching a robot during execution to provide kinesthetic
corrections [11,42,13].

As discussed in the introduction, a key distinction between
our work an other policy refinement approaches is the focus on
perturbations, which possible take the learner far from what was
demonstrated, and the intention to show flexibility and adaptation
beyond what was demonstrated. Furthermore, our executions do
not depend on time (unlike [11,42,13]), as our goal is not to execute
a trajectory but rather to respond online to changes in contact with
an object.

3. Approach and methodologies

Wenowoverview the details of our approach for iterative grasp
adaptation learning. In this work, we consider the case where
the location of the contacts between each finger and the ob-
ject remains fixed throughout adaptation (Fig. 1(a)). First, we will
describe the variables at play in our approach, as well as the ar-
chitecture of our system (Section 3.1). We will then describe our
algorithm for iteratively building the adaptation model by gener-
ating a training dataset over multiple steps under teacher super-
vision (Section 3.2). Further, we provide a technical description of
the statistical model (Section 3.3) and its use during behavior exe-
cution (Section 3.4).

3.1. System architecture

The state of our system is described by threemain variables. The
contact signature φ ∈ RNφ corresponds to the three-dimensional
contact normal direction at each of the Nf fingertips when in
contactwith an object, composed into a single vector (Nφ = 3·Nf ).2

The hand pose θ ∈ RNθ denotes the joint configuration of a robotic
hand having Nθ degrees of freedom (DoF). Finally, the contact
pressure s ∈ RNs corresponds to the pressure values measured on
each fingertip.3 An illustration of these variables is shown in Fig. 2.

In our approach, we assume that these three variables are
sufficient to determine the grasp of an object. As illustrated in
Fig. 1(b),we iteratively gather datasets of such grasp variables from
teacher demonstration, and subsequently, from teacher correction.
We then learn an estimate of the joint distribution of these three
variables as a probabilistic model Ω . During behavior execution,
the model is used to generate a mapping φ → (θ̂, ŝ) that predicts
a target hand pose and desired contact pressure given the current
signature of the contact between each fingertip and the object.4 As
shown in Fig. 3(middle), which provides a schematic overview of

2 Taken more generally, the contact signature could refer to a variety of metrics
(e.g. tangential force vector, contact area), depending on the task and robot
platform.
3 In our implementation, we sum the pressure measurements of each sensor

located on the same fingertip to a single value per finger, and so Ns = Nf .
4 We adopt the notation x̂ for a target value of prediction variable x.
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Fig. 3. Schematic overview of our system and approach. The top panel corresponds to the initial demonstration, where the robot’s hand is controlled by the human teacher
through teleoperation; the middle panel to model refinement or reuse though corrective feedback while the robot is executing its current model; the bottom panel to self-
demonstration of the sequence of corrected poses in order to obtain a training dataset that is not corrupted by the touch of the teacher. From these data, a new model is
learned, which may further be refined or reused.
our system, these predictions are then fed as control signals to a
feedback controller that generates torque commands to the finger
motors.

3.2. Iterative building of the dataset

We now provide the details of iteratively building the
prediction model, by generating a dataset over multiple steps
through teacher supervision. This method is summarized in
Algorithm 1.

3.2.1. Demonstration
In the absence of an existing model, an initial target hand

pose is demonstrated by the teacher (Fig. 1(b)). A small dataset of
pose–pressure–contact tuples ξ0 = {(θt , st , φt)}Tt=1 are recorded
(see Fig. 3(top)). From these data, an initial task model Ω0 is
learned (Section 3.3). As model development is done along several
iterations, we will index each variable accordingly. For instance, a
model learned after the ith iteration will be denoted by Ωi.

3.2.2. Tactile correction
In our approach, a model of the task can be refined multiple

times. During the ith iteration, the teacher provides corrective
feedback while the robot executes the task using the previously
learnedpredictionmodelΩi−1. Given the current contact signature
φ, the model sends control signals (θ̂, ŝ) to the hand controller
u (Fig. 3(middle)). Concurrently, the teacher provides corrective
feedback directly on the robot’s fingers. 5 Fig. 2(b) provides an
illustration of tactile correction under our implementation, where
the teacher gently pulls or presses on the robot fingers to reposition

5 We assume a robot manipulator that allows a human teacher to make small
pose adjustments, either because of some inherent compliance, e.g. mechanical
slack in the fingers, or the existence of explicit reactive motions.
Algorithm 1

Given a model Ωi−1

1. Tactile Correction
for t ∈ {1 . . . T }

Model Ωi−1 predicts (θ̂
t
, ŝt) given current φt .

Controller executes target (θ̂
t
, ŝt)

Teacher adjust pose, resulting in a measurement (θt , st).
end
Result: Sequence ϑi = {(θt , st)}Tt=1 of pose–pressure pairs.

2. Self-Demonstration
Controller executes target sequence ϑi.
Result: Sequence ξi = {(θt , st , φt)}

T
t=1 of pose–pressure–

contact tuples.

3. Model Learning
Use data ξi to train a new prediction model Ωi.

them within their compliance limits. As during tactile correction,
the teacher changes the hand posture and accordingly also the
contact signature φ, the model predicts new targets (θ̂, ŝ) for
the controller. The result is a sequence ϑi = {(θt , st)}Tt=1 of T
pose–pressure pairs. Contact signature φ is not recorded, since it
is considered to be unreliable on account of the contact with the
teacher’s hand in addition to the object.6

6 Arguably contact pressure s, and not just contact signature φ, is also polluted
by the tactile correction technique. However, empirically better performance was
seen by using the controller with inputs (θ, s) during the self-demonstration phase
rather than just replaying the sequence of poses θ.
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The teacher provides corrections to (i) encourage better contact
with the object and (ii) shift the pose as much as possible within
the compliance constraints of the hand, while still maintaining
contact. Whether the corrections are intended to refine the current
model or develop a new model depends on whether the hand is
interacting with a novel object. If yes, then a new model is being
developed from the reuse of the current model. Note that for reuse
to be feasible (i) the novel object must be of a size that is within
the compliance limits of the robotmanipulatorwhenmaintaining a
posture appropriate for grasping the original object, and (ii) the set
of admissible hand pose for the novel object should partly overlap
that of the original object.

3.2.3. Self-demonstration
This phase generates the data which will be actually used to

train the new prediction model. As shown in Fig. 3(bottom), the
sequence ϑi of pose–pressure pairs from the tactile correction
phase are sequentially fed as targets to the feedback controller.
During this phase, it is the role of the teacher to verify that the
execution of this control sequence produces a set of valid grasp,
i.e., ensuring that the object does not fall from the hand. If not,
the correction phase is restarted. As a result, a sequence ξi =

{(θt , st , φt)}Tt=1 of T pose–pressure–contact tuples is obtained.
Note that now, in the absence of any touch from the teacher, all
of the variables relating to object contact (s, φ) are considered to
be reliable and thus are recorded.

3.3. Model learning

The final phase of the algorithm is to learn a statistical model
Ωi from the recorded data ξi. Without loss of generality, we omit
the index i in the rest of this section to lighten the notation.

3.3.1. Statistical model
We model the self-demonstration data as a Gaussian Mixture

Model (GMM) [43], and hence get a probabilistic encoding of the
joint distribution of the variables, i.e., p(θ, s, φ | Ω). This choice
of probabilistic encoding has the advantages of capturing the non-
linear correlations present in the demonstration and sensor data,
as well as of encapsulating the inherent noise present the sensory
signals. Furthermore, Gaussian Mixture Regression (GMR) provides
a closed-form solution to compute the conditional p(θ, s | φ, Ω) of
a GMM [43], which allows us to predict a desired finger posture θ̂
and contact sensor reading ŝ given the current contact signature φ.
The ability of GMM/GMR to generalize and extrapolate well over
missing and unseen data has been shown to be efficient in many
experimental settings [44,45]. In unseen contexts, other non-linear
regression methods such as Gaussian Process Regression converge
to a default mean value. With respect to our task, if this value
is badly tuned, it can lead to unstable grasps, and therefore to
task failure. The probabilistic encoding of GMM/GMR also has the
advantage of being able to determine whether a point in the input
space is likely under the learned model. This ability to determine
the likelihood of a query point is a crucial property, as outside the
regions covered by the training data inference can be unreliable,
and hence possibly poor. As will be described in Section 3.4, we
take advantage of this property to ensure the validity of our model
prediction.

In a GMM, the joint probability distribution of all variables is
encoded as a sum of K Gaussian components,

p(θ, s, φ | Ω) =

K−
k=1

pkp(θ, s, φ | µk, Σk) (1)

where pk is the prior of the kth multidimensional Gaussian
component and µk, Σk are respectively its mean and covariance,
Fig. 4. Illustration of a GMMencodingwithin a subset of the joint angle dimensions
(the three degrees of the thumb). Arrows indicate the corresponding location of
example hand postures A–E (shown on top).

such that

µk =


µθ,k
µs,k
µφ,k


Σk =


Σθθ,k Σθs,k Σθφ,k
Σsθ,k Σss,k Σsφ,k
Σφθ,k Σφs,k Σφφ,k


. (2)

In order to train the model parameters from the data, the Expec-
tation–Maximization algorithm is used [46]. In our experiments,
our dataset contains between 1000 and 2000 datapoints, and the
value of K is set using the Bayesian Information Criterion (BIC).
Fig. 4 shows an example probability density function estimated by
a GMM on a self-demonstration dataset.

3.3.2. Modeling the uncertainty of the query inputs
The model Ω is learned from a dataset containing only valid

pose–pressure–contact tuples seen within the self-demonstration
dataset. As this dataset was recorded in the absence of actual
external perturbations, the demonstrated grasps belonging to this
set have all fingers in contact with the object. In the presence
of such perturbations, however, one or more fingers might lose
contact with the object, producing a contact signature φ that is
random (due to sensor noise) and thus unreliable.

We therefore introduce a reliability measure αj for each finger-
tip j = {1 . . .Nf }. For the currently perceived contact signature
φj ∈ R3 of each finger, its reliability measure αj ∈ [0 . . . 1] is a
value that depends on the current pressure reading sj of the corre-
sponding senor. We consider that the stronger the contact sensor
reading, the more reliable the contact signature, and so

αj =

0 sj ≤ smin

(sj − smin)/(smax
− smin) smin < sj < smax

1 sj ≥ smax
(3)

where smin and smax are threshold values on whether the contact
signature is considered to be reliable or not.7

7 The value of these parameters is strongly sensor dependent: smin should be set
to a value slightly above the residual noise produced by the sensor when there is
no contact, and smax to a value corresponding to a decent pressure being applied to
the fingertip sensor.
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To incorporate this information, we derive a new joint
probability distribution from the original learned model Ω , that
additionally depends on the reliability α of the input signal:

p(θ, s, φ | Ω, α) =

K−
k=1

pkp(θ, s, φ|µk, Σ̃k(α)) (4)

where8 α = (α1, α1, α1, . . . , αNf , αNf , αNf )
T and the new covari-

ance matrices are given by

Σ̃ij,k(α) =


Σij,k + diag(− log(α)), if i = j = φ
Σij,k otherwise

where i, j ∈ {φ, θ, s}.

The distribution thus now additionally considers a joint distribu-
tion from unreliable contact signatures to learned valid grasp con-
figurations, the importance of which will become more apparent
when describing the regression procedure in Section 3.4. Note that
α is an additional prior on p(φ) given the current (potentially un-
reliable) sensor reading. It complements the variability learned by
the model, which originally covers only the space of contact pres-
sure readings seen during self-demonstration, all of which were
the result of valid grasps.

3.4. Grasp execution

Once a model is learned, it is used to predict the expected joint
configuration θ̂ and the expected pattern of pressure value ŝ at
each fingertip, given the current contact signature φ. These two
variables will then be used to generate the grasp by commanding
the feedback controller, which will be described in Section 3.4.3.

3.4.1. Projection to the input space
During the execution of the adaptation behavior, we first check

whether the current query point φ is likely enough with respect to
the model.9 If it is not, we use a projection φ⋆ of the query point
φ from which the model predicts the desired joint configuration
and fingertip pressures. This projection is chosen such that φ⋆

is the closest point from φ with a sufficient likelihood under
the model. This operation is required for two major reasons.
First, the prediction of a GMM in response to an input with
low likelihood is a point that is likely to be far from the main
distribution and hence, under our model, unlikely to be a valid
grasp. Importantly, as generating an invalid grasp can have the
consequence of leading to adaptation instability, we have to ensure
that all generated grasps are valid under the model, i.e., belongs
to the set of grasps shown by the teacher. Second, the regression
aims not only to allow the robot to adapt to changing contact
signature, but also to prevent the robot from behaving too far
from what has been shown. For these reasons, it is necessary
for the model to forbid the generation of posture and contact
patterns that are too different from the examples in the training
dataset.

In order to determine if query point φ is likely under themodel,
we define a similarity function f (φ, α) that assigns to each point φ
of the input space, with reliability α, a membership value which is
given by

f (φ, α) =

K−
k=1

N (φ; µφ,k, Σ̃φφ,k(α)) (5)

8 Each αi appears in triplicate to account for the 3 dimensions of φi ∈ R3 .
9 In practice, we did not consider the likelihood in its strict sense. As will be

described in the next paragraphs, we rather consider a membership function that
is derived from the likelihood. It has the main advantage of canceling the effect of
the variable proportion of data-points used to train each component of the GMM.
Fig. 5. Two-dimensional illustration of gradient ascent on the membership
function for several input query points φ with the can object. Light dots correspond
to initial query inputs φ, dark dots to valid query inputs φ⋆ , contours to parts of
the space with constant membership value f (φ, α = 1), and the thick contour to
threshold value η. Shown for two dimensions (y, z) of the contact signature for the
index finger (φ3).

where N is derived from a normal distribution whose output has
been normalized between 0 and 1, i.e.

N (x; µ, Σ) = exp


−
1
2
(x − µ)TΣ−1(x − µ)


.

In comparison to themarginal likelihood p(φ, α), thismembership
function has the advantage of considering each Gaussian compo-
nent to have the same importance, irrespectively of the proportion
of datapoints that have been used to train each components.10 This
effect is the result of (i) the absence of the priors in Eq. (5), and
(ii) the normalization of N . With respect to the second reason, a
point φ that is located within a given distance (in the Mahalanobis
sense) of a Gaussianwill receive the same value, irrespective of the
size of its covariance.

We then search for φ⋆, the closest point to the current query
point φ, that has a membership value f (φ⋆, α) higher than a given
threshold η.11 In our previous work [42], we used a closed-form
solution to this problem, since for a given point in the input space,
only a single Gaussian component was considered at a time. In
our current formulation, a single point in the input space lies
within a mixture of Gaussians, and so there exists no closed-form
solution. We therefore adopt an iterative method. Given threshold
η, if f (φ, α) < η we perform gradient ascent on the membership
function, until φ⋆ is found. The gradient of this function is given by

∂

∂φ
f (φ, α) =

K−
k=1

N (φ; µφ,k, Σ̃φφ,k(α))

× (Σ̃φφ,k(α))−1(φ − µφ,k) (6)

and an illustration of the result of this procedure is shown in Fig. 5.
Note that for f (φ, α) ≥ η, gradient ascent is unnecessary and
hence φ⋆

= φ.

10 Because of the nature of our data collection paradigm, i.e., human demonstra-
tion, several feasible grasp may be shown more often than others. Learning from
such a non-uniform dataset induces a bias into the priors pk of each component of
the mixture, which may compromise the selection of grasps that were shown less
frequently by the teacher.
11 To fix the threshold η in our experiments, we consider that a point φ belongs
to the model if its Mahalanobis distance to any component of the GMM is below
β = 2 standard deviations, which corresponds to η = exp(−1/2 β2).
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3.4.2. Model prediction via regression
Once a valid contact signature inputφ⋆ is obtained, the next step

is to estimate the desired posture θ̂ and pressure ŝ for the fingers.
Thus, we compute the conditional of our joint probabilitymodel by
means of Gaussian Mixture Regression [43], which gives

p(θ, s | Ω, φ⋆, α) ∼ N


θ̂
ŝ


,


Σ̂θθ Σ̂θs

Σ̂sθ Σ̂ss


(7)

with expectation
θ̂
ŝ


=

K−
k=1

βk(φ
⋆, α)

[
µθ,k
µs,k


+


Σθφ,k
Σsφ,k


(Σ̃φφ,k(α))−1(φ⋆

− µφ,k)

]
and expected variance

Σ̂θθ Σ̂θs

Σ̂sθ Σ̂ss


=

K−
k=1

β2
k (φ

⋆, α)


Σθθ,k Σθs,k
Σsθ,k Σss,k


−


Σθφ,k
Σsφ,k


(Σ̃φφ,k(α))−1


Σθφ,k
Σsφ,k

T


βk(φ
⋆, α) =

p(k)N (φ⋆
; µφ,k, Σ̃φφ,k(α))

K∑
i=1

p(i)N (φ⋆
; µφ,i, Σ̃φφ,k(α))

where βk(φ
⋆, α) is the posterior probability of the kth component

responsible for the query input φ⋆ with reliability α.
Here, we can observe the effect of the reliability measure α

on the regression. For unreliable contact pressure readings, i.e.
Σ̃φφ,k(α) → ∞, the conditional will simply ignore the contribu-
tion ofφ⋆, and thus output themean hand posture and contact sen-
sor reading of themodel. In contrast, for reliable pressure readings,
i.e. Σ̃φφ,k(α) → Σφφ,k, the conditional becomes equivalent to GMR
on the original GMM. The same principle applies if one ormore fin-
gers are no longer in contact.

3.4.3. Finger actuation
To control finger actuation and achieve the targets produced

by the model, we define a feedback controller that takes as input
the error between target and current grasp configuration. Since in
practice it is often not possible to satisfy both position and force
constraints simultaneously, we design our controller to blend the
minimization of both error signals in a continuous manner.

The general idea behind our controller is to give priority to po-
sition control, so that force control is progressively activated as the
current posture gets in the vicinity of the target posture. To get an
estimate of how near the robot is to the desired posture, we com-
pute a positional error measure λ ∈ [0 . . . 1] that is weighted by
the inverse of the covariance of the conditional along the dimen-
sions of the hand pose,

λ = exp


−
1
2
(θ̂ − θ)T Σ̂

−1
θθ (θ̂ − θ)


. (8)

In detail, position control is handled by a Proportional–Integral–
Derivative (PID) controller minimizing the error in hand pose eθ =

θ̂ − θ, and force control is handled by a Proportional–Derivative
(PD) controller using the target contact sensor value ŝ and its error
es = ŝ − s. Blending between the two controllers is accomplished
via factor λ, such that

u(θ̂, θ, ŝ, s) = (1 − λ)


κP

θ eθ + κD
θ ėθ + κ I

θ

∫
eθ dt


+ λM(κC

s ŝ + κP
s es + κD

s ės) (9)
where ėθ and ės are the time derivative of the error in position and
contact sensor reading, respectively. The first term of the equation
handles the position PID control, and the second term the force PD
control. Thus when far from the target posture (λ → 0) position
control is employed, and when near the target posture (λ → 1)
force control takes over.

ThematrixM ∈ RNθ ×RNs maps the signal of the force controller
to the motors of each joint responsible for minimizing the contact
sensor reading error of each finger. Each elementMij of this matrix
is given by:

Mij =

1 if the jth contact sensor is mounted on the same
finger than the ith motor

0 otherwise.

Finally, κP
θ , κD

θ , κ I
θ , κ

C
s , κP

s , κD
s are the gains of our controller.12

4. Implementation details

The implementation details of our empirical validation are
provided here, with regards to robot and demonstration hardware,
as well as to task domain and evaluation.

4.1. Robot platform and tactile sensors

Our approach is validated on a human-child sized 53-DoF robot,
the iCub [14]. The hand of the iCub (Fig. 2) has 8 controllable DoF.
Each finger, as well as the thumb, consists of 3 phalanges. A single
motor controls the 2 joints between the 3 phalanges with a single
cable, and an additional motor controls the joint between the digit
and hand, for a total of 2 controllable DoF per digit. Control of
the ring and pinky fingers is coupled. Finally, an additional motor
controls the opposition of the thumb. The tendon system of the
robot hand allows for a small amount of compliance in the first
joint, and a larger amount in the second joint (toward the fingertip)
of each digit.

A fingertip sensor array (14.5 mm × 14 mm) is mounted at the
end of each finger and thumb (Fig. 6(a)). The array consists of 12
capacitive pressure sensing nodes and the electronics processing
for the A/D conversion [47]. The fingertip is made of compliant
and deformable silicone patches whose capacitance varies when
pressure is applied at the surface. Consequently, with this array it
is possible tomeasure contact direction andmagnitude at different
locations on the fingertip.

In the experimental work presented in this paper, the thumb,
index finger andmiddle finger are utilized, but not the two coupled
digits.13 The pose of the hand therefore consists of the joint angles
for each of the 2 controllable degrees of freedom in the 3 digits uti-
lized, plus the joint that controls thumb opposition, and so θ ∈ R7.
We define the sensor reading s ∈ R3 as a vector containing a single
real value for each fingertip j ∈ {1 . . . 3}, taken as the summed re-
sponse over all sensor nodes pj,i, i ∈ {1 . . . 12} on the given finger-
tip, i.e. sj =

∑
i pj,i. We further define the contact signature φ ∈ R9

as a vector containing an estimate of the contact normal on each
fingertip. As illustrated in Fig. 6(c, e), for each sensor i on a finger-
tip, we define a direction ri ∈ R3 corresponding to the unit vector
normal to the finger surface at the sensor location. From this, we
compute the global directional response14 r⋆

j of each fingertip j as

12 In our implementation these gains are tuned by hand (κp
θ = 60, κd

θ = 7, κ i
θ =

2, κc
s = 30, κp

s = 25, κd
s = 5). Note that these gains operate on values of current,

which are then mapped to torque commands for the motors.
13 The choice of not using the two last digits is motivated by their tight coupling.
A single motor controls the motion of both fingers, and this underactuation makes
them difficult to use for fine manipulation tasks.
14 For our experiments, considering the existence of a single unimodal pressure
zone for each fingertip is a fair assumption.
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a

b c d e

Fig. 6. Fingertip sensor technology (a). Each sensor of a given fingertip (b) is associated with a unit vector ri , normal to the finger surface at the sensor location (c), whose
magnitude is scaled by the sensor response (colored surface) (d) when estimating contact normal r∗ (e).
the sum of these normals weighted by the response of each sensor,
i.e. r⋆

j =
∑

i pj,iri. To obtain the three-dimensional contact direc-
tion φj, we normalize the global response, i.e., φj = r⋆

j /‖r
⋆
j ‖.

4.2. Demonstration interface

Demonstration is performed via teleoperation by a human
teacher, who simultaneously controls the 7 DoF of the iCub hand.
Teleoperation is accomplished through a joint recording system
and a mapping that allows the human to directly control the
motion of the robot hand by moving her own hand, during
which the robot records from its own sensors.15 The data glove
(Fig. 1, top) worn by the teacher contains 14 torsion sensors
that detect the angle of the joints in the human hand. We then
map the human joint angles to the joint angles of the robot
hand, thus accomplishing remote control. A key limitation of this
teleoperation interface is the absence of haptic feedback for the
human,making the demonstration of a satisfactory level of contact
– this is neither too strong nor too weak – difficult to estimate.

4.3. Validation task

Task models are built for multiple objects, beginning with a
single demonstration and following with 2 rounds of refinement
via repeated correction–replay–learning steps. We refer to these
models as the Demonstration–Refinement–Refinement (DRR) mod-
els. Specifically, task models are built for the following 4 objects
(Fig. 7): a small cylindrical can (5.7 cm diameter, 14.6 cm height),
a large cylindrical can (6.5 cm diameter, 11.7 cm height), a box
(6.0 cm × 6.0 cm × 3.0 cm) and a straightedge ruler (1.4 cm ×

31.6 cm). Each model is learned 3 times.
Reused models also are built for multiple objects, beginning

with an existing model and following this with 1 round of
refinement when interacting with the new object. We refer to
thesemodels as the reUse–Refinement (UR)models. Reusedmodels
are built for and from the following objects: for the small can from
the big can (different size, similar shape), for the box from the small
can (similar size, different shape) and for the big can from the box

15 Note that themechanism used to provide tactile corrections – by gently pulling
or pressing on the fingers – is only able tomove the fingers within their compliance
limits for a given posture. Transitioning to a sufficiently different posture, like the
transition from an open to partly closed hand, must be achieved through another
mechanism, for example teleoperation.
(different size, different shape). Each task model developed from
model reuse again is learned 3 times.

During correction, the can objects are perturbed by pulling a
can side to side, in sweeps that run parallel to the length of the
robot palm, as well as pitching the can forwards and backwards
(Fig. 7, left). The box is perturbed in a similar fashion. The ruler is
held vertically and perturbed by pitching it to the either side (Fig. 7,
right).

4.4. Task evaluation

We assess the performance of our approach by evaluating the
evolution of the quality of the models across each learning phase.
During the development of DRRmodels, we compare the execution
quality along the following model progression:

Ω0 → Ω̃1 → Ω1 → Ω̃2 → Ω2

where Ω0 is the model derived from the initial demonstration, Ω̃1
follows immediately correction of the initial model Ω0 before self-
demonstration. Ω̃1 was thus learned using unreliable sensory data
gathered directly during the correction phase. Ω1 is the result of
one full correction cycle, Ω̃2 follows correction of the model Ω1
before self-demonstration, andΩ2 is the final model obtained after
the second full correction cycle.

In order to demonstrate the efficiency of the model reuse
paradigm, we compare the quality of three models. First, we
consider the immediate reuse of the model ΩA

2 , learned on object
A after 2 rounds of correction when applied on a novel object
B. Then we refine this reused model by performing a complete
correction cycle using object B, producing a model that we denote
as Ω

BA
1 . We then test it on object B. Finally, we compare the latter’s

performance with the model ΩB
1 that was previously learned from

scratch via demonstration with object B.
To evaluate eachmodel, the controller andmodel are run while

having the teacher physically perturb the object to explore the
full range of possible hand poses that the model can handle. The
teacher also pushes the objectwithin the robot fingers’ compliance
limits, past the postures predicted by the model. During this
evaluation, we gather a sequence of samples {(φi, θi, si, θ̂

i
, ŝi)}Ni=1

at a rate of 20 ms for a total duration of about 15 s. From all of
the samples, we only retain those that are considered to belong
to the model, according to the same criteria used to estimate
nearness to a target posture when blending position and force
control (Eq. (8)). The following metrics are then used to evaluate
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Fig. 7. Tactile correction for learning grasp adaptation. The teacher indicates adaptability within the compliance constraints of a hand posture (Correction). The learner then
replays the sequence of corrected poses (Reproduction). The final learned model is able to adapt the pose in response to different contact signatures (Perturbation). Objects:
small can (left panels), ruler (right, top), large can and box (right, bottom).
model performance for each testing set:

• Range of Motion. The difference between the minimum and
maximum joint angle values for each finger:

max
i=1...N

θ i
− min

i=1...N
θ i.

In order to reduce the number of variables to analyze, we
combine the range values into 4 groups. We consider the sum
of both joint angles for each of the 3 fingers (3 groups), and
separately, the thumb opposition angle (1 group).

• Time in Force-Closure. The percentage of time where the three
fingers are in contact with the object and the resulting grasp
attains force closure [15]:

1
N

N−
i=1

((si > 0) and (FC(φi, θi) > 0)).

The force-closure function FC(φ, θ) ∈ {0, 1} is computed using
the method described in [48].

• Contact Error. The difference between the target (model-
predicted) and actual (controller-executed) contact values,
averaged across all timesteps of the perturbation:

1
N

N−
i=1

‖si − ŝi‖1

where ‖x‖1 denotes the L1-norm of x.
• Shakiness. The difference between the raw and smoothed joint

velocities, averaged across the testing period:

1
N

N−
i=1

(|θ̇ i
| − |

˙̄θ
i
|)

where the smoothed velocity ˙̄θ
i
is computed via windowed

averaging over θ̇ i
∈ χ (window size = 0.4 s).

The Time in Force-Closure measure provides an indication of grasp
stability and adaptation quality, where higher means with lower
variances suggest constant contact with the object and thus,
efficient grasp adaptation. The Contact Error measure relates to
how well the model provides appropriate adaptation inputs for
the controller, where low error corresponds to the controller
regularly being able to attain the predicted values (i.e. smooth
adaptation commands). The Range of Motionmeasure points to the
responsiveness of the learned model, with a high value indicating
adaptation over a large range of hand postures. The Shakiness
measure highlights instances of jerky or sudden movements, via
high values that indicate a sharp change in joint angle velocity.

5. Results

This section presents the findings of our empirical evaluations.
Task models for multiple objects were successfully built, refined
and reused with our approach.

5.1. Model refinement

To look specifically at the effect of refinement, comparisonswill
be made between models Ω0, Ω1 and Ω2, on each of the four
objects. Furthermore, the necessity of self-replay is highlighted,
with the comparison of models Ω̃1 vs. Ω1, and Ω̃2 vs. Ω2.

5.1.1. Larger joint angle ranges
Tactile correctionswere able to provide to themodels a broader

range of postures that enabled grasp adaptation. Fig. 9 reports
the range of motion averaged across all objects for each phase
of our teaching process, while detailed results for each object
are given in Table 1. A significant trend of increased range of
motion was seen across objects, for all joints (p-value p < 0.001,
two-way ANOVA16) as well as within objects (p < 0.05, two-
way Student t-test17). Moreover, this trend continued with an
additional round of refinement, as themodels of all objects, except
those of the ruler, displayed their largest ranges after the second

16 A two-way ANOVA using factors F1 : object type = {small can, big can, box,
ruler} and F2 : training phase = {Ωi, Ωj} was performed on selected pairs i and j of
training phases. Our testing data sample consists of 3 repeated measures for each
category.
17 The Student t-test was performed by comparing the results obtained between
the selected training phases for each object separately. The small number of samples
(3 repeated measures per object and training phase) motivates our choice of
considering a higher p-value for significance.
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Fig. 8. After several rounds of refinement, there is an increase in the range of motion that a model has learned and hence, can use for grasp adaptation. Example data is
given for two different objects (columns). The axes correspond to the projection of the joint space θ ∈ R7 on the first two principal components. Contours correspond to
parts of the space with constant marginal likelihood value p(θ|Ω), given a learned task model Ω .
round of correction–replay–learning. This difference in behavior
across objects was marked by the significance of the interaction
term of the ANOVA, i.e., the object type was an important factor
in explaining the statistical results. Nevertheless, removing the
ruler from the testing dataset canceled this interaction. The reason
is that the range of finger postures with which the ruler object
can be grasped is small, and thus can be demonstrated in a single
refinement cycle.

Fig. 8 shows two examples that illustrate the growth of the
region of the joint-space that has been learned after each round
of correction.

5.1.2. More stable contact
Fig. 9 also reports the time in force-closure averaged across

all objects. This time significantly increased with one round of
refinement (Ω0 vs. Ω1) for half of the objects, as well as across
objects (p < 0.001). This measure however appeared to stabilize
after one round of refinement, and did not really improve with
a second round (Ω1 vs. Ω2). However, given that the range of
motion displayed by the models drastically increased throughout
each round of correction, the important result is that the time in
force-closure did not decrease. Paired with the observation that
the variance slightly reduced, these data suggest that, as a result of
refinement, the grasps produced by the adaptationmechanism are
more stable. Such a conclusion is further supported by the contact
error data (Fig. 9), which significantly reduced with refinement
across all objects (p < 0.001). The model thus more consistently
made predictions that were appropriate for the controller.

However, the transitions between hand poses were not found
to become significantly smoother with refinement, as indicated
by the shakiness measure in the average over objects (Fig. 9).
Nevertheless, this trend we expect is also related to the explored
range of hand poses, which increased at each correction cycle.
Again, the important result is here that the shakiness measure did
not increase.

5.1.3. The utility of self-demonstration
For all object models, an increase in performance according to

almost all measures was observed following self-demonstration
compared to the model derived following tactile correction (Fig. 9,
Ω̃1 vs. Ω1, Ω̃2 vs. Ω2). Although these performance increases
were not generally significant for the joint ranges, the time in
force-closure and the contact error measures showed a significant
increase. This confirms our hypothesis that the additional contact
of the teacher’s hands does in fact add noise to the data, and that
a more accurate contact signature is gained through learner replay
of the corrected hand postures.

5.2. Model reuse

To look at the effect of reuse, comparisonswill bemadebetween
themodelsΩA

2 learned for an object A and reused on a novel object
B, the subsequently refined models Ω

BA
1 , and the DDR models ΩB

1
learned for object B, for multiple combinations of objects A and B.

The main motivation for model reuse comes from the fact that
two models, learned for two similar objects, may have a lot in
common. Therefore, rather than re-learning the grasp adaptation
task from the beginning for each novel object, model reuse takes
advantage of the information that has been acquired previously. To
illustrate this argument, Fig. 11 shows the model encoding for the
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Table 1
Detailed results of the evaluation of policy refinement: data are given for all
tested objects during the development of the DRR models (average values across
3 repetitions of each experiment).

Ω0 Ω̃1 Ω1 Ω̃2 Ω2

Range of motion: thumb opposition (deg)
Small can 8.7 ± 2.1 33.6 ± 4.2 54.2 ± 13.3 68.0 ± 32.8 94.9 ± 8.1
Big can 9.6 ± 0.8 47.8 ± 10.3 75.8 ± 8.5 76.8 ± 31.8 102.9 ± 1.7
Box 11.5 ± 0.5 40.3 ± 3.2 61.5 ± 14.5 69.5 ± 19.1 88.4 ± 15.3
Ruler 4.9 ± 1.5 12.8 ± 5.8 15.2 ± 2.1 5.3 ± 1.3 18.0 ± 3.9
Average
value

8.7 ± 2.8 33.6 ± 14.6 51.7 ± 24.9 54.9 ± 38.0 76.1 ± 35.1

Range of motion: thumb finger (deg)
Small can 9.0 ± 1.3 24.2 ± 2.3 26.6 ± 4.5 23.6 ± 8.3 35.1 ± 2.7
Big can 8.0 ± 2.1 17.0 ± 4.9 31.2 ± 1.5 43.4 ± 4.8 42.3 ± 7.0
Box 9.5 ± 4.8 23.3 ± 2.2 31.5 ± 7.9 45.7 ± 16.3 56.4 ± 8.0
Ruler 7.6 ± 0.9 8.9 ± 2.3 12.5 ± 2.5 8.8 ± 7.5 10.9 ± 2.2
Average
value

8.5 ± 2.8 18.4 ± 6.9 25.5 ± 9.1 30.4 ± 18.3 36.2 ± 17.4

Range of motion: index finger (deg)
Small can 9.5 ± 2.6 21.9 ± 3.1 23.8 ± 0.6 29.9 ± 10.5 33.5 ± 2.6
Big can 10.2 ± 2.4 19.4 ± 2.5 29.4 ± 5.0 41.5 ± 3.6 39.4 ± 2.8
Box 13.2 ± 2.2 17.9 ± 7.4 26.8 ± 8.6 41.9 ± 10.2 52.1 ± 2.5
Ruler 6.9 ± 1.4 10.2 ± 4.9 11.1 ± 0.9 10.4 ± 4.4 12.1 ± 1.6
Average
value

9.9 ± 3.1 17.3 ± 6.6 22.8 ± 8.6 30.9 ± 15.0 34.3 ± 14.7

Range of motion: middle finger (deg)
Small can 10.5 ± 1.6 23.8 ± 0.2 26.6 ± 5.2 29.3 ± 7.3 32.0 ± 6.5
Big can 9.0 ± 0.9 19.4 ± 6.9 29.0 ± 3.9 42.9 ± 4.1 44.6 ± 4.7
Box 9.4 ± 4.7 22.8 ± 4.9 29.7 ± 11.6 46.9 ± 14.1 56.0 ± 5.5
Ruler 12.0 ± 0.3 9.3 ± 2.6 23.3 ± 1.8 10.4 ± 6.6 22.2 ± 2.5
Average
value

10.2 ± 2.8 18.8 ± 7.3 27.1 ± 7.2 32.4 ± 16.8 38.7 ± 13.7

Time in force-closure (%)
Small can 95 ± 4 88 ± 6 96 ± 3 91 ± 4 95 ± 2
Big can 82 ± 9 90 ± 4 95 ± 3 91 ± 4 98 ± 3
Box 75 ± 7 81 ± 10 95 ± 2 90 ± 5 96 ± 0
Ruler 82 ± 5 75 ± 14 87 ± 1 55 ± 24 86 ± 7
Average
value

83 ± 10 84 ± 11 94 ± 4 82 ± 20 94 ± 6

Contact error (sensor unit)
Small can 5.3 ± 2.0 12.2 ± 8.2 3.9 ± 1.5 15.1 ± 8.4 3.6 ± 1.0
Big can 5.6 ± 2.7 12.2 ± 1.3 5.2 ± 1.5 10.7 ± 2.2 4.0 ± 1.0
Box 4.5 ± 3.3 14.9 ± 3.1 4.7 ± 2.2 10.4 ± 4.0 4.1 ± 1.5
Ruler 5.3 ± 1.4 13.3 ± 5.8 3.7 ± 0.5 13.9 ± 5.0 3.6 ± 1.0
Average
value

5.2 ± 2.5 13.2 ± 5.4 4.4 ± 1.7 12.6 ± 5.8 3.8 ± 1.2

Shakiness (deg/s)
Small can 0.06 ± 0.03 0.10 ± 0.05 0.07 ± 0.05 0.06 ± 0.03 0.06 ± 0.03
Big can 0.09 ± 0.05 0.07 ± 0.03 0.07 ± 0.04 0.09 ± 0.06 0.08 ± 0.05
Box 0.14 ± 0.06 0.12 ± 0.05 0.10 ± 0.05 0.08 ± 0.04 0.08 ± 0.04
Ruler 0.09 ± 0.04 0.09 ± 0.05 0.10 ± 0.06 0.12 ± 0.07 0.06 ± 0.05
Average
value

0.10 ± 0.05 0.10 ± 0.05 0.09 ± 0.05 0.09 ± 0.06 0.07 ± 0.04

contact signature data of two different objects. As can be seen, the
areas covered by each model include a lot of overlap, and thus the
reuse of the knowledge encapsulated in the first model will likely
bootstrap the learning of the second one.

5.2.1. Effective transfer of joint angle domain knowledge
The range ofmotion averaged across each URmodel is provided

in Fig. 10, and detailed values are given in Table 2. Here we note
that the range values achieved following reuse are similar to those
seen after demonstration plus one round of refinement (ΩA

2 vs.
ΩB

1 ). When reusing the model ΩA
2 , given that no effort has yet

been invested into model learning, and that by contrast, the DRR
model ΩB

1 has already undergone demonstration plus one round
of refinement, these data highlight the utility of model reuse as an
effective means for transferring domain knowledge and reducing
the effort involved in model development.

After refiningmodelsΩA
2 , the range ofmotion further expanded

slightly (ΩA
2 vs. ΩBA

1 ). In addition, the positive difference in range
Table 2
Detailed results of the evaluation of policy reuse: data are given for all reuse
combination tested objects during the development of the UR models (average
values across 3 repetitions of each experiment).

A → B ΩA
2 Ω

BA
1 ΩB

1

Range of motion: thumb opposition (deg)
Big can→small can 74.8 ± 9.6 92.6 ± 14.0 54.2 ± 13.3
Box→big can 85.3 ± 27.0 130.4 ± 0.9 75.8 ± 8.5
Small can→box 64.3 ± 3.2 90.6 ± 13.7 61.5 ± 14.5
Average value 74.8 ± 18.7 104.5 ± 21.5 63.8 ± 15.3

Range of motion: thumb finger (deg)
Big can→small can 33.7 ± 6.9 32.3 ± 4.4 26.6 ± 4.5
Box→big can 34.6 ± 16.3 35.3 ± 6.1 31.2 ± 1.5
Small can→box 26.0 ± 3.6 46.1 ± 8.5 31.5 ± 7.9
Average value 31.5 ± 11.1 37.9 ± 8.9 29.8 ± 5.8

Range of motion: index finger (deg)
Big can→small can 32.0 ± 4.5 29.1 ± 2.6 23.8 ± 0.6
Box→big can 37.9 ± 8.7 37.8 ± 11.3 29.4 ± 5.0
Small can→box 26.2 ± 1.8 43.4 ± 6.1 26.8 ± 8.6
Average value 32.1 ± 7.5 36.7 ± 9.6 26.7 ± 6.2

Range of motion: middle finger (deg)
Big can→small can 36.2 ± 6.4 34.0 ± 2.9 26.6 ± 5.2
Box→big can 36.6 ± 19.4 42.6 ± 12.0 29.0 ± 3.9
Small can→box 31.4 ± 9.8 44.8 ± 16.1 29.7 ± 11.6
Average value 34.7 ± 13.3 40.5 ± 12.6 28.4 ± 7.8

Time in force-closure (%)
Big can→small can 70 ± 9 93 ± 6 96 ± 3
Box→big can 82 ± 4 90 ± 3 95 ± 3
Small can→box 96 ± 4 94 ± 2 95 ± 1
Average value 83 ± 12 92 ± 4 95 ± 3

Contact error (sensor unit)
Big can→small can 6.4 ± 0.7 5.7 ± 0.8 3.9 ± 1.5
Box→big can 4.1 ± 1.2 5.1 ± 1.0 5.2 ± 1.5
Small can→box 4.1 ± 1.4 4.1 ± 1.0 4.7 ± 2.2
Average value 4.9 ± 1.6 5.0 ± 1.1 4.6 ± 1.8

Shakiness (deg/s)
Big can→small can 0.09 ± 0.04 0.08 ± 0.04 0.07 ± 0.05
Box→big can 0.09 ± 0.05 0.07 ± 0.03 0.07 ± 0.04
Small can→box 0.08 ± 0.04 0.06 ± 0.02 0.10 ± 0.05
Average value 0.09 ± 0.04 0.07 ± 0.03 0.08 ± 0.05

of motion observed between the UR models Ω
BA
1 and the DRR

models ΩB
1 was highly significant for the thumb opposition joint

(p < 0.001), but less for the other joints (within and across
tested objects). This result can primarily be explained by the
importance of this joint for producing a larger variety of valid
grasps within our experimental setup. All together, these data
support our hypothesis that model reuse is an effective means of
transferring domain knowledge.

5.2.2. Contact and smoothness of adaptation
The desirable high values for the time in force-closure (Fig. 10)

did diminish following immediate reuse. This can easily be
explained by the dissimilarity of the contact signature between
the different objects, producing less appropriate prediction signals.
Nevertheless, performance then significantly improved across all
objects following a round of refinement (ΩA

2 vs. ΩBA
1 , p < 0.001),

with final values approaching those of the DRR models across all
objects (ΩBA

1 vs. ΩB
1 ).

The trend of effective domain knowledge transfer with reuse
was further underlined by the shakiness measure (Fig. 10), which
displayed similar values for the initial UR models and DRR
models following demonstration plus refinement (ΩA

2 vs. ΩB
1 ).

Importantly, this measure improved with refinement on average
for all models (ΩA

2 vs. ΩBA
1 ). The immediate reuse of a model for

another object having a different contact signature produced less
reliable contact information, and thus worse control of the fingers.
However, refining the model on the correct object overcame this
effect.
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Fig. 9. Evaluation of policy refinement: Range of motion, time in force-closure, contact error and shakiness measures are given for each model produced during the
development of the Demonstration–Refinement–Refinement (DRR) models. (Average values across 3 repetitions of the experiments for all objects.) Below each plot, stars
indicate significant improvements between training phases. Ratios reports the number of objects that, taken separately, exhibited a significant improvement across each
phase (p < 0.05).
Fig. 10. Evaluation of policy reuse: Range of motion, time in force-closure, contact error and shakiness measures are given for each model considered for evaluating the
policy reuse paradigm. (Average values across 3 repetitions of the experiments for all objects.) Below each plot, stars indicate significant improvements between training
phases. Ratios reports the number of objects that, taken separately, exhibited an significant improvement across each phases (p < 0.05).
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Fig. 11. Two-dimensional contact signature for the small can (left) and box (right) objects. Shown for two dimensions (x, y) of the contact signature for the thumb (φ1).
Contours correspond to parts of the space with constant membership function value f (φ, α = 1).
5.3. Grasp execution: reliability measure

To look at the effect of augmenting the model by incorporating
a prior on the reliability of the sensor signal (see Section 3.3.2),
we compared the performance of augmented and non-augmented
models, by using the models learned for each object after
two rounds of refinement. As the experimental conditions of
the previously described experiments did not produce a large
proportion of missing contacts, the effect of augmenting the
models did not result in a significant improvement. In order to
justify this part of our approach, we present here the results of
another experiment, where we artificially corrupted the signal
coming from a selected fingertip. To mimic the fact that, in the
absence of contact, the touch sensors produce a default noisy
response, we set the response pj,i of the corrupted finger j to
follow a normal distribution N (µnoise, σnoise), where µnoise and
σnoise correspond to themean and standard deviationmeasured on
the response of the real sensors of the iCub.

For each type of model (augmented and non-augmented), we
performed 3 repetitions of an adaptation trial where the same
fingerwas corrupted. These trialswere run for each possible finger,
for a total of 9 trials per model type. We then performed a three-
way ANOVA on our experimental data in order to separate the
effects of object type, model type and which finger was corrupted.
Our main results are summarized in Fig. 12.

We observed a significant increase of performance for the time
in force closure as themodel was augmentedwith signal reliability
measures (p < 0.001). This can be explained by the random
contact signature that is generated by the corrupted fingertip. If it
is not canceled out by assigning it a low reliability, the information
it conveys participates equally to the selection of the grasp to
which to adapt. Because of that noise, the target grasp may vary
importantly, and therefore result in a less stable adaptation. Then,
whereas the effect of the object type was not significant, the effect
of the corrupted finger was also important. The reason for that
comes from the arrangement of the considered grasps: the thumb
on one side and the two other fingers on the other side. As such,
loosing the signal on the thumb results in a greater loss of sensory
information compared to the case where only the information
provided by index or the middle fingertip was corrupted. These
results were corroborated by the shakinessmeasure. Although this
measure was in general higher than in conditions where sensors
were not artificially corrupted (see Fig. 9), augmented models
compensated better for a loss in contact (p < 0.01). We also
observed a higher variability in the response of non-augmented
models. Consequently, undesired finger movements were more
likely to appear, hence yielding a higher shakiness. Finally, no
significant change in the range of motionwas observed as an effect
of augmenting the model. This was expected since the range of
joint angles value spanned in each condition was the same.
In summary, despite the fact that the sensory feedback of
a finger was corrupted, the augmented models still managed
to make robust predictions that kept the grasp in force-closure
throughout the adaptation task.

6. Discussion and conclusion

We have introduced a probabilistic approach for grasp adapta-
tion, which learns a model to adapt hand posture solely based on
the sensor signature of the contact. A statistical model able to pre-
dict a target hand posture and contact magnitude, given the cur-
rent contact normal direction, is learned from a dataset built over
multiple steps under human supervision. In particular, an initial
hand posture is first demonstrated to the learner, then physically
corrected by a human teacher, and finally the resulting sequence of
postures is replayed by the learner as a form of self-demonstration.

We contribute an empirical validation of our approach on the
iCub robot. To provide tactile corrections, the teacher presses on
the fingertips, thus exploiting partial compliance in the robot hand.
Through this programming by demonstration methodology, we
were able to teach a robot to perform the task by providing it not
only with an implicit knowledge of the necessary kinematics for
adaptation, but also with an intuitive notion of force. Our results
confirmed successful grasp adaptation in response to changes in
contact for multiple objects.

Our approach furthermore allows for the modification of a
learned model, within two contexts. The first is to refine the
model to improve adaptation performance, by repeating the cor-
rection–replay steps. The second is to reuse a model in the devel-
opment of newmodel, characterized by the contact signatures of a
different object. In both cases the teacher provides tactile correc-
tions as the learner executes with an existing model of the task,
thus exploiting the fact that corrections are easier to provide when
the learner is already doing part of the job of actuation on its own,
and building upon domain knowledge already present within the
robot system. Both successful model reuse and improved adapta-
tionwith additional rounds ofmodel refinement have been shown.
Importantly, this iterative approach allowed us to progressively re-
duce the complexity of teaching the robot to perform a task that
uses a large number of degrees of freedom.

The probabilistic task model that we learn is formulated to take
advantage of the statistical data encoding in several important
contexts. The first is to avoid over-generalization within the
input space, by handling unreliable contact signature signals that
might result from a missing contact between the object and
one or more fingers, for example. The second is to follow a
perturbation only when the hand is in a posture that is near
to what was seen within the demonstration dataset, and to
otherwise counteract the perturbation in favor of maintaining
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Fig. 12. Evaluation of the effect of augmenting the models with a signal reliability measure: (top) Illustration of the effect of corrupting the response of a selected fingertip:
in this example, the middle finger. (bottom) Time in force-closure and shakiness measures are given for each type of model. (Average values across 3 repetitions of the
experiments for all objects and the corruption of each finger separately.) Below each plot, stars indicate a significant difference between the performance of augmented
versus non-augmented models.
posture stability. In short, the demonstration data thus is used
not only to determine the reaction of the robot to environmental
changes, but also to determine when grasps are infeasible or input
signals are poor, by exploiting a probabilistic representationwhich
captures the inherent variability in the data. A third advantage
is to avoid the need of a detailed model of the hand kinematics
and object geometry, by implicitly encapsulating this information
into a model built from sensory data only. In contrast to model-
based methods that require precise force sensing, actuation and
a detailed environment model, which can be an impediment and
impractical on many robotic platforms, our learning approach was
capable of extracting the non-linearities inherent to such problems
with a compact probabilistic model.

Our approach thus contributes to the challenging area of
object interaction andmanipulationwithin the context of dynamic
environments, when contact with the object is changing due
to large perturbations. Some limitations of this work include
the following. The input space of our regression formulation
is not sufficiently rich to disambiguate different hand postures
that produce the same contact signature (i.e. contact normal
direction φ), and so a model must be learned for each object
individually. Also, the sensing capabilities of our robot platform
have restricted our approach to the development fingertip
manipulation paradigms only. A tactile sensor with greater
coverage or finer resolution would allow for manipulations that
engage the entire hand. Improving this sensory capability would
also allow our approach to be applicable on a larger set of objects.
A tactile sensor with greater coverage and resolution also might
provide additional object information useful for defining an input
space that is sufficiently rich to disambiguate different hand
postures that produce the same contact signature. To tackle this
latter issue, enhancing our prediction method to select the best
grasp fromamulti-modal distribution is a very interesting research
question, that is left for future work.

Since our approach implicitly encapsulates the hand kinematics
and object information, it is unlikely that a learned model would
generalize directly to the addition or removal of one or more
fingers. Nevertheless, models developed under our approach have
been shown to be capable of handling the loss of sensory feedback
from a finger. We therefore expect that one round of correction
should be sufficient to learn, from the reuse of an existing model,
a new model for a smaller number of fingers. If instead one or
more fingers is added to the effector, the prior knowledge of the
existing model would allow the teacher to focus on correcting the
additional fingers only.

There aremany other promising directions inwhich to continue
this work. The first is to integrate the adaptive contact models
with our prior work, that incorporated tactile corrections on the
iCub arms, with the result of a complete tactile teaching interface
for learning full hand–arm manipulation behaviors interactively
via demonstration. One also might reason about the dynamics
of the contact signatures, as they change over time. Integrating
such information with the hand as well as arm posture adaptation
would allow for increasingly complex responses to dynamic
interactions with objects. For instance, our approach also assumes
that the position of each finger on the object should remain
roughly fixed throughout adaptation. Extending our work to
incorporate finger repositioning techniques used for explicit object
manipulation would certainly enhance the general applicability of
our method.

At a more technical level, a more advanced model of finger
actuation could be incorporated, for example that takes cable
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friction into consideration. We expect that an improved actuation
model would have a significant impact on the success of the
learned behavior, as the performance of a grasping systemdepends
heavily on the actuation controller. Similarly, though the use of
an impedance controller would require knowledge of the dynamic
parameters of the manipulator and very precise force sensing
capabilities, with such a controller our approach could be applied
on a larger variety of robots, especially on those that do not have
the intrinsic mechanical slack that we took advantage of in order
to provide corrections. A final area of interest would be to combine
our grasp adaptation approach with a model-based approach that
can optimally plan an initial grasp and also recover from a loss of
contact produced by too strong a perturbation.
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