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ABSTRACT

Clustering-based approaches for abnormal video event detec-

tion have been proven to be effective in the recent literature.

Based on the framework proposed in our previous work [1],

we have developed in this paper a new strategy for unsuper-

vised trajectory clustering. More specifically, an information-

based trajectory dissimilarity measure is proposed, based on

the Bayesian information criterion (BIC). In order to mini-

mize BIC, the agglomerative hierarchical clustering is applied

using a 2-depth greedy search process. This strategy achieves

better clustering results compared to the traditional 1-depth

greedy search. The increased computational complexity is

addressed with several bounds on the trajectory dissimilarity.

Index Terms— Video surveillance, event detection, un-

supervised clustering.

1. INTRODUCTION

Many surveillance applications require analysis of the events

taking place in video streams recorded in specific situations,

in order to find suspicious or abnormal actions, which might

present a threat and should be signaled to a human operator.

For example, in a traffic monitoring system, it is useful to de-

tect vehicles that make U-turns or brake suddenly, pedestrians

trespassing the street, and other abnormal traffic behavior or

violations.

It is hard to describe the abnormality of an event in ab-

solute terms and ahead of time. Alternatively, many recent

works [1–4] base their abnormal events detection on an un-

supervised clustering approach. Our previous work [1] falls

in this category. It includes two phases: a training and a test-

ing phase, as illustrated in Fig. 1. First, object trajectories

{s} are extracted from historical video data. A video event is

represented by a sequence of object features of any one tra-

jectory, such as x and y coordinates of the object center at

each frame. The historical events or trajectories may contain

both normal and abnormal ones and they are unlabeled. Un-

supervised clustering is then performed which ends up with

several clusters. Those clusters containing large number of

trajectories (i.e., more than the average number) are regarded

as normal event clusters and a hidden Markov model (HMM)
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Fig. 1. Clustering-based abnormal trajectory detection

is used to characterize each normal cluster, denoted by {θ}.

In the testing phase, given any query trajectory q extracted

from the unseen video, a decision is made on whether it is

abnormal or normal, based on the likelihood of observing q
given models {θ}.

Based on this framework, we have developed in this paper

a novel strategy for unsupervised clustering. The proposed

approach differs from current works [1–4] in two aspects.

First, an information-based trajectory dissimilarity measure

is introduced and the Bayesian information criterion (BIC) is

used to automatically determine the number of clusters. Sec-

ond, as we use the agglomerative hierarchical clustering algo-

rithm, the traditional nearest-neighbor-merged-first strategy

(1-depth greedy search) is improved by considering the op-

timal two merging steps each time (2-depth greedy search).

The 2-depth search strategy achieves better results but in-

creases the computational complexity dramatically. This is

further handled by excluding many possible merging groups

with several theoretical bounds on the trajectory dissimilarity.
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This paper is organized as follows. Sec. 2 describes the

dissimilarity measure used for trajectory clustering. The 2-

depth greedy search strategy for clustering is presented in

Sec. 3. Experimental results are shown in Sec. 4, and we

conclude the paper in Sec. 5.

2. TRAJECTORY DISSIMILARITY MEASURE

In order to perform clustering, we define a dissimilarity mea-

sure between trajectories based on the Bayesian information

criterion (BIC) which is a statistical criterion for model selec-

tion. This measure imposes a trade-off between model qual-

ity and model complexity and was previously used in the area

of speech recognition [5, 6]. Generally, BIC of an estimated

model for N observations is given by

BIC = − log L +
1
2
K log N, (1)

where L is the likelihood for the estimated model and K is the

number of parameters needed to describe the model. Given

any two estimated models, the model with the lower value of

BIC should be chosen.

For our trajectories dataset, initially we can model each

trajectory (actually the feature sequence) by an HMM, i.e., N
HMMs are trained for N trajectories respectively. For this

modeling,

BIC(i, j, · · · ) = −
N∑

n=1

log Ln +
1
2
NK0 log N,

where Ln denotes the likelihood of trajectory n generated by

the HMM trained by itself θn, P (n | θn), and K0 is the num-

ber of parameters for each HMM. Then, if trajectory i and j
are merged and modeled together by one HMM, the BIC for

the new modeling becomes

BIC(ij, · · · ) = −
N∑

n=1
n�=i,j

log Ln−log Lij+
1
2
(N−1)K0 log N.

The difference of BIC for the two models is equal to

d(i, j) = BIC(ij, · · · ) − BIC(i, j, · · · )
= log Li + log Lj − log Lij − 1

2
K0 log N. (2)

It is clear that if d(i, j) < 0, this merge is favored, while if

d(i, j) > 0, this merge is not favored. Actually, the smaller

d(i, j) is, the greater the tendency for i and j to merge, thus

the more similar i and j should be. Therefore, we define

d(i, j) as our dissimilarity measure of trajectories. This dis-

similarity measurement can be easily extended to groups of

samples, because i and j can indicate two groups of trajec-

tories, with L referring to the likelihood of all trajectories in

one group.

3. 2-DEPTH GREEDY SEARCH

The standard agglomerative hierarchical clustering that was

used in our previous work [1] is a greedy algorithm. It merges

at each step the two most similar trajectory groups, resulting

in the greatest decrease of BIC. However, this does not guar-

antee the largest decrease of BIC after two or more merging

steps. For example, assume that within the whole dataset,

the dissimilarities of trajectories i, j and k, l are the smallest

ones, i.e., d(i, j) < d(k, l) < · · · . According to the 1-depth

merging rule, i and j are merged in the first step while k and l
are merged in the second step. However, it is possible that the

decrease of BIC by merging another three trajectories m, n
and o is greater than the decrease of BIC with merging i, j
and k, l, i.e., d(m, n, o) < d(i, j) + d(k, l). Thus, the per-

formance of the algorithm can be improved by considering a

2-depth search. Specifically, each time we take two merging

steps that cause BIC to decrease the most. The hierarchical

clustering process continues until no merging can further de-

crease BIC.

Obviously this 2-depth search is still a greedy approach,

though it is better than the 1-depth search. The reason that

we do not consider D-depth (D > 2) search is that the com-

putation load becomes extremely heavy if D is large. A 2-

depth merging may either merge two different group pairs

or merge three groups, depending on which has the smallest

BIC. Therefore, an exhaustive 2-depth search requires train-

ing HMMs for all pairs and triplets of groups, which requires

a large number of computations, increasing with the number

of training trajectories. However, there are wasteful compu-

tations for the triplets, given that all pairs have already been

computed. For example, if all d(i, j), d(j, k), and d(i, k) are

large, d(i, j, k) also tends to be large, thus its computation

can be possibly excluded. Basically, the triplets i, j, k can be

classified into 15 categories based on their nearest neighbors,

as illustrated in Fig. 2. The arrows in Fig. 2 are pointing to the

nearest neighbors, defined as the one with smallest negative

dissimilarity. For example, referring to Fig. 2(b), trajectory

group i has the smallest dissimilarity to group l. If the small-

est dissimilarity is positive, no arrow is shown, e.g., i, j, k in

Fig. 2(a). Based on these 15 categories, we can establish cer-

tain exclusions for fast rejection of merging any three groups.

We take category (f) as an example. Merging of i, j, k to-

gether can be rejected if BIC(ijk, l, · · · ) > BIC(il, jk, · · · ).
A sufficient condition for this to be satisfied is that

d(i, j) − d(j, k) + d(i, k) − d(i, l) >
1
2
K0 log N. (3)

The proof is given below. First of all, it is reasonable to as-

sume that the trajectories are better represented (with a larger

likelihood) by the model trained on themselves, than by the

model trained on other samples. Thus we have

Lij > Lij
ijk, Ljk > Ljk

ijk, Lik > Lik
ijk, (4)
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where Lij = P (ij | θij) and Lij
ijk = P (ij | θijk) (similarly

for the other combinations). In addition, our HMM training

assumes that each trajectory is probabilistically independent

of others, thus

(Lijk)2 = (Li
ijk · Lj

ijk · Lk
ijk)2

= (Li
ijkLj

ijk) · (Lj
ijkLk

ijk) · (Lk
ijkLi

ijk)

= Lij
ijk · Ljk

ijk · Lik
ijk (5)

Based on Eqs. 4 and 5, it can be deduced that

d(i, j) − d(j, k) + d(i, k) − 2d(i, l) >
1
2
K0 log N

=⇒ (log Li + log Lj − log Lij − 1
2
K0 log N)

− (log Lj + log Lk − log Ljk − 1
2
K0 log N)

+ (log Li + log Lk − log Lik − 1
2
K0 log N)

− 2(log Li + log Ll − log Lil − 1
2
K0 log N)

>
1
2
K0 log N

=⇒ − log Lij − log Ljk − log Lik

+ 2 log Ljk + 2 log Lil − 2 log Ll > 0

=⇒ − log Lij
ijk − log Ljk

ijk − log Lik
ijk

+ 2 log Ljk + 2 log Lil − 2 log Ll > 0

=⇒ − log(Lijk)2 + 2 log Ljk + 2 log Lil − 2 log Ll > 0
=⇒ − log Lijk − log Ll + log Lil + log Ljk > 0
=⇒ BIC(ijk, l, · · · ) − BIC(il, jk, · · · ) > 0
=⇒ BIC(ijk, l, · · · ) > BIC(il, jk, · · · )

Similar exclusion conditions have been derived for categories

(a)-(m) in Fig. 2 (details can be found in [7]). We do not con-

sider exclusions for categories (n) and (o), because for these

categories merging of i, j, k can not be easily rejected as they

are all neighbors. In our 2-depth searching process, quickly

checking the exclusion conditions for any triplet that belongs

to categories (a)-(m) reduces the computations dramatically.

4. EXPERIMENTAL RESULTS

We have made experiments on a 5-hour-long surveillance video

sequence. In this video scene, people/bicycles/vehicles (i.e.,

objects) may move along their normal paths most of the time,

while some objects may not follow their normal paths (i.e.,

abnormality). We performed background subtraction and tar-

get tracking to obtain the motion trajectories of the targets in

the scene. Our event database includes 1000 trajectories in to-

tal, with 898 normal ones and 102 abnormal ones. Fig. 3a and
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Fig. 2. 15 categories of any three trajectory groups according

to different nearest neighbors

Fig. 3b show examples of a normal trajectory (solid line) and

an abnormal one (dashed line), respectively. All experiments

were done on a leave-one-out basis, i.e., each time with 900

randomly chosen trajectories from the database for the mod-

eling of normal events, and 100 for the testing of abnormality

detection.

First, we calculated the BIC at several different clustering

levels, i.e., with different number of clusters in the hierarchi-

cal clustering. The BIC values shown in Fig. 4 keep on de-

creasing as the number of clusters decreases, until clustering

terminated when the number of clusters reached 22. How-

ever, we kept on merging the trajectory groups with smallest

dissimilarity until all the trajectories were clustered into one

group. It is observed that for a number of clusters smaller than

22 BIC increases. This justifies that our method terminated at

a right number of clusters with a minimum BIC.

In addition, both 1-depth search and 2-depth search strate-

gies were performed in the clustering approach. The 2-depth

search strategy achieves an average false rejection rate of 7%

and an average false alarm rate of 10%, about 6% drop from

the 1-depth search strategy.

Finally, a computational comparison was made for the
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(a) (b)

Fig. 3. Examples of normal and abnomal trajectories
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Fig. 4. BIC for different number of clusters

two clustering strategies. The number of HMMs trained were

recorded for both strategies at different clustering levels, i.e.,
with different number of clusters, in the hierarchical process.

As shown in Fig. 5, the computational load for the 2-depth

greedy search is really high, but with exclusions implemented,

it drops off to a comparable level with the 1-depth greedy

search. This decrease in computation becomes quite mean-

ingful when the size of the database is very large.

5. CONCLUSION

Using unsupervised clustering to find natural groups of ob-

ject trajectories in surveillance video provides a practical ap-

proach to detect video abnormality. In this paper we have pro-

posed a novel strategy for trajectory clustering. Particularly,

an information-based trajectory dissimilarity measure is used

as a clustering criterion. A 2-depth greedy search strategy is

applied in the hierarchical clustering, with a goal of searching

for the clusters that minimize BIC. This strategy can achieve

better results than the traditional 1-depth greedy search, but

it requires many more computations. We have derived some

easy-to-check exclusion conditions to substantially reduce the

searching space.
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