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ABSTRACT

Many works have been proposed on detecting individual anoma-
lies in crowd scenes, i.e., human behaviors anomalous with
respect to the rest of the behaviors. In this paper, we intro-
duce a new concept of contextual anomaly into the field of
crowd analysis, i.e., the behaviors themselves are normal but
they are anomalous in a specific context. Our system follows
an unsupervised approach. It automatically discovers impor-
tant contextual information from the crowd video and detects
the blobs corresponding to contextually anomalous behaviors.
Our experiments show that the approach works well in de-
tecting contextual anomalies from crowd video with different
motion contexts.

Index Terms— Crowd analysis, anomaly detection, clus-
tering

1. INTRODUCTION

In many surveillance systems in public places such as city
streets, subway stations, malls, video is recorded depicting
the movement of crowds. It would be very useful to locate
and recognize hazardous and anomalous human motions from
the video to alert system operators. By anomaly detection, we
mean to detect motion patterns in the video that do not con-
form to the expected behavior. However, in an arbitrary video
scene it is hard to predefine normal behavior (requiring elabo-
rate work of labeling and training). We can define anomaly as
rare or infrequent behavior compared to all other behaviors,
which is also referred to as an outlier [1]. This paper will
focus on the unsupervised anomaly detection, which aims at
automatically mining anomaly behaviors without normal pat-
tern training.

The simplest type of anomaly, which is also the focus of
the majority of research [2–6], is to detect an individual be-
havior instance that is considered as anomalous with respect
to the rest of behaviors. This type of anomaly is called point
anomaly [1].

However, sometimes the individual behavior itself has sim-
ilar features with others but it is anomalous in a specific con-
text (e.g., neighborhood); then it is termed as a contextual

anomaly [1]. This is not widely studied for crowd analysis
in previous research. One recent work [7] proposed an unsu-
pervised framework adopting hierarchical Bayesian models to
model activities and interactions in crowded scenes. Anomaly
detection could be done for atomic activities (corresponding
to point anomalies) and interactions (related to context, but
constrained to specific objects).

We also see context information used in other research ar-
eas. [8] detected irregularities in images and videos based on
an ensemble of spatially related patches. [9] matched objects
based on a similar geometric layout of visual patches within a
surrounding image region. These patches and their layout are
actually a description of the spatial context.

Inspired by these works, we propose an unsupervised ap-
proach for detecting contextual anomalies in crowd motion.
First, motion features in the crowd scene are represented by
spatial temporal patches which are characterized by dynamic
texture. All patches are then classified and grouped to blobs
that approximately describe position and size of every pedes-
trian. This is described in Sec. 2. Then based on the spatial
layout of pedestrians with different motions, our system auto-
matically discovers important contextual information and de-
tects the blobs corresponding to contextually anomalous be-
haviors. This is described in Sec. 3. Experimental results are
presented in Sec. 4. Finally we conclude the paper in Sec. 5.
Our main contribution is introducing the concept of contex-
tual anomaly into the field of crowd analysis, and proposing
an approach to automatically detect those contextual anoma-
lies (which could not be achieved by previous works on point
anomaly detection).

2. MOTION REPRESENTATION AND
CLASSIFICATION

Due to the density of objects in a crowd scene, accurately
tracking individual objects is difficult. We characterize the
crowd motion by the patch-based local motion representation.
Similarly to [6], the non-stationary parts in the video are rep-
resented as a collection of spatio temporal patches of dimen-
sion p × p × q, where p (spatial size) and q (temporal size)



should be large enough to capture the distinguishing charac-
teristics of the various components of the local motion field.
Every patch is characterized by a dynamic texture model [10],
which is actually a linear dynamic system defined as

xt+1 = Axt + Bvt (1)
yt = Cxt + wt, (2)

where yt ∈ Rm (m = p × p, t = 1, 2, · · · , q) is the appear-
ance vector of a patch at each time, which is regarded as an
observation drawn from the hidden states xt ∈ Rn (n� m).
vt and wt are the driving process and the observation noise
process, respectively. Given the appearance vectors yt, this
model (xt, A,C) can be parameterized by a suboptimal (but
tractable) approach in [10].

Based on this representation, we can cluster all patches
into different motion categories (behaviors). In our work,
we adopt the spectral clustering algorithm. The pairwise dis-
tance between two patches is defined by Martin distance [11],
which is based on the principal angles between the subspaces
of the extended observability matrices of the two dynamic
textures and can be computed by matrices A and C. One
example is shown in Fig. 4. Fig. 4(a) shows one frame of the
crowd video, where many people walk in two directions on
the road. Fig. 4(b) shows the patch representation and clus-
tering results for this frame. All the non-stationary parts in
this video are represented by patches (with dimension 10 ×
10× 20) and all the patches are clustered into two categories
(colored in green and blue separately).

3. CONTEXT REPRESENTATION AND ANOMALY
DETECTION

At this patch representation level, there is no anomalous mo-
tion in the video because every patch falls into one of two nor-
mal clusters. However, there exist some contextual anoma-
lies. When we consider the context all through the whole
video, we find that in this video most of the time people fol-
low the crowd flow, i.e., they walk in the same direction as
their neighbors. Only in very few cases people disobey this
rule by walking in the opposite direction of the flow. One ex-
ample is the green blob at the upper-right corner of Fig. 4(b)
surrounded by blue patches, where one pedestrian is walking
downwards while pedestrians in his neighborhood all walk
upwards. We aim to automatically detect this kind of contex-
tual anomaly.

In this work, we consider the motion context of pedestri-
ans. Ideally, we can segment every pedestrian and find its con-
sisting patches, then use the class label (green or blue) at each
pedestrian’s neighborhood as the contextual attributes. How-
ever, accurate segmentation of people from crowd scenes is a
difficult problem, and our goal is not pedestrian boundary de-
tection but motion context representation. Hence, a blob rep-
resentation that coarsely corresponds to pedestrians, as long

as the contextual information is not changed, can serve our
purposes.

Obviously, the blob representation is related to pedestrian
size, therefore it is important to consider the effects of per-
spective, as in the example video pedestrians closer to the
camera appear larger. In this work, we manually find two
sizes (in number of patches) of an average person at the near-
est and the farthest end, respectively, in the video scene. Then
we approximate the size of any pedestrian at any place by lin-
early interpolating between the two size extremes.

Aided by the estimated pedestrian size, we perform re-
gion growing on the patches of different categories. For ex-
ample, we scan all the green patches from up to down, left to
right. A blob is growing from one patch at a certain position
in the image to a connected component of patches. It stops
growing when the number of patches reaches the estimated
size of the pedestrian at this position, or there are no longer
any connected patches. In this way, all the green patches in
one frame are grouped into green blobs. The similar patch
grouping is performed to all blue patches. Fig. 4(c) shows all
blobs (both green and blue) in pseudo-color, with the black
crosses denoting their centers. Although each blob does not
exactly fit the boundary of every pedestrian, it captures the
correct category label (green or blue) of each pedestrian and
its neighbors. Thus this blob representation has the contextual
information of pedestrians and ensures meaningful contextual
analysis.

In detail, the motion context for each blob can be defined
based on its k nearest neighbors. In the example of Fig. 4,
the contextual information of each blob is coded by 1) the
category label of itself (0 represents green and 1 represents
blue) and 2) the number of neighboring blobs with the same
label as itself (from 0 to k). For instance, when we consider
the 4 nearest neighbors for each blob, a green blob with 3
green neighbors and 1 blue neighbors is coded as (0, 3). This
code represents the blob motion information as well as the
motion contextual information.

Once the contextual information is coded for each blob,
contextual anomaly can be detected based on its statistics. For
a crowd video, we process each frame and gather the contex-
tual codes for all the blobs. The statistics of all the blob codes
are represented in a 2-D histogram, where the x and y axis de-
note the two codes respectively and the z axis is the count of
each code. The histogram naturally shows the motion context
of the crowd video: high bins are repetitive (thus normal) mo-
tion contexts, while low bins are rare (thus anomalous) con-
texts.

The histogram in Fig. 2(a) shows the statistic of context
for the video example in Fig. 4. As most pedestrians in the
video walk in the same direction as their neighbors, we have
high bins for green (blue) blobs with 2 or more green (blue)
neighbors and have low bins for green (blue) blobs with 1 or
fewer green (blue) neighbors. By simply imposing a thresh-
old, which can be the average height of all bins, we can dis-



(a) Original video frame (b) Patch classification (c) Blob representation (d) Contextual anomaly

Fig. 1. Example of contextual anomaly detection

cover the low bins that correspond to contextual anomalies
(shown as red bins in Fig. 2(a)). In this video, all the blobs
that are coded as (0,0), (0,1), (1,0), or (1,1), which correspond
to the rare cases of pedestrian walking in the opposite direc-
tion of their neighbors, are detected as contextual anomalies
and labeled with red in the image as in Fig. 4(d).

(a) For the first video (b) For the second video

Fig. 2. Contextual histogram

4. EXPERIMENTAL RESULTS

In order to show the ability of our method to automatically
detect contextual anomaly in different scenarios, we have ex-
perimented with two crowd video sequences with different
motion context. The first video is composed of 6000 frames,
where crowds of people walking as two flows (downwards
and upwards) on the two sides of one road. The example
shown in Fig. 4 is one frame drawn from this video. More
results are shown in Fig. 3, where the top row shows the patch
representation of 4 frames selected from the video (two mo-
tion categories labeled as green and blue), and the bottom
row shows the results of contextual anomaly detection (red
blobs). The decision is made based on the contextual his-
togram shown in Fig. 2(a). The high bins (green and blue
bins) denote the normal motion context, i.e., pedestrians (of
both flows) walking in the same direction as most of its neigh-
bors. The low bins (red bins) correspond to anomalous mo-
tion context, i.e., pedestrians (of both flows) walking in the

opposite direction as most of its neighbors.
The second video has similar length and includes many

people walking on the same road. However, instead of two
clear motion flows shown in the first video, the second video
has pedestrians walking in opposite directions intermingled
with one another, i.e., random distributed positions. A normal
scene is shown in the first image of Fig. 4. This is a totally
different scenario than in the first video. As expected, the
contextual histogram of the second video (shown in Fig. 2(b))
has high bins corresponding to pedestrians walking in the op-
posite direction as most of their neighbors, and low bins cor-
responding to pedestrians walking in the same direction as
most of their neighbors. Therefore, the contextual anomaly
detected in the second video is no longer those opposite walk-
ers, but those co-walkers. As shown in the results in Fig. 4,
a group of people walking upwards together are detected as
anomalies. This experiment shows the advantage of our un-
supervised anomaly detection approach: it adaptively ana-
lyzes contextual information for different crowd videos, and
anomaly detection results are always given based on the statis-
tics of the specific crowd scenario, with no a priori knowledge
required.

5. CONCLUSION

The main contribution of this paper is to introduce a new con-
cept of contextual anomaly into the field of crowd analysis.
Our system focuses on motion context of moving objects and
can automatically discover anomalous motions in terms of
context (neighborhood motion). This is based on statistical
analysis of the contextual information for any given video,
thus no priori knowledge is required. Experimental results
have been provided for crowd videos with different motion
contexts.
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