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Abstract—This paper presents a post-route, timing-
constrained gate-sizing algorithm for crosstalk reduction.
Gate-sizing has emerged as a practical and feasible method
to reduce crosstalk in deep sub-micron VLSI circuits. It is
however critical to ensure that the timing constraints of the
circuit are not violated after sizing. We present an iterative gate-
sizing algorithm for crosstalk reduction based on Lagrangian
Relaxation that optimizes area and power while ensuring that
the given timing constraints are met. Experimental results
demonstrating the effectiveness of the algorithm are reported
for the ISCAS benchmarks and other large circuits with
comparisons to an alternative design methodology.

I. INTRODUCTION

As technology scales into the deep submicron regime,
increased aspect ratios make the significance of coupling
capacitances profound. For present day processes, the coupling
capacitance can be as high as the sum of the area capacitance
and the fringing capacitance, and trends indicate that the
role of coupling capacitance will be even more dominant in
the future as feature-sizes shrink [1]. Noise induced on nets
due to coupling can cause functional failures in the circuit.
This makes crosstalk reduction critical. In the rest of the
paper we shall use the terms coupling-noise and crosstalk
interchangeably.

Crosstalk on a net is dependent on the size of its driving-
gate and the driving-gate size of each net coupled to it.
Various design methodologies try to minimize crosstalk in
early stages of design. In the post-routing stage, coupling-
noise on some nets may still be critical which need to be
fixed. In this scenario, gate-sizing is an attractive approach to
noise reduction since it does not require re-routing. Scalable
libraries and existing fill space can be used for gate-sizing.

Crosstalk on a net can be reduced if the size of its driving-
gate is increased, or if driving-gate sizes of the coupling nets
are decreased. However, when the driving-gate of a net is sized
up, it may increase the noise it induces on other nets as an
aggressor. On the other hand, when the driving gate-size of an
aggressor is reduced, the noise on itself may increase. Since
coupling is symmetric on the coupled nets, it is artificial to
classify them into aggressors or victims since a net could be an
aggressor and a victim at the same time. Though it is plausible
to classify a net either as an aggressor or a victim based on
the strength of the noise on itself and other coupled nets, with
changing driving-gate sizes, the role of a net may change. We
therefore do not classify nets as aggressors or victims.
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Gate-sizing for circuit optimization and crosstalk reduction
has been shown to be effective by researchers in the past.
Crosstalk aware static timing analysis has been used by
Xiao et al. [2] in a gate-sizing method for elimination of
crosstalk induced timing violation. The gate-sizing algorithm
for crosstalk noise optimization proposed by Hashimoto et
al. [3] is limited by the fact that it only incorporates sizing
down the aggressor gates. The algorithm proposed by Becer
et al. [4] does not guarantee an optimal solution. An optimal
algorithm for simultaneous gate and wire sizing under path
delay constraints was presented by Chen et al [5], which used
a non-linear optimization technique called Lagrangian Relax-
ation [6]—[8]. Crosstalk reduction was however not considered
in their work. Jiang et al. [9] proposed a similar algorithm
which considered crosstalk reduction by trying to minimize
physical coupling capacitance by wire-sizing. Sinha et al. [10]
proposed an optimal gate-sizing algorithm for coupling-noise
reduction. The optimal gate-sizing algorithm finds minimal
gate-sizes under given physical and timing constraints that
ensure no coupling-noise violations in the circuit. However,
the algorithm does not consider the effect of sizing on the path
delay, but assumes that the given gate-size bounds guarantee
that the timing constraint of the circuit is met. It requires
timing budgeting before the size bound generations and is over
constrained.

In this paper, we propose an iterative gate-sizing algorithm
for crosstalk reduction, which considers timing constraints on
the path, and attains to minimize the weighted sum of gate-
sizes. Lagrangian relaxation is used to solve the non-linear
optimization problem, and the associated problem of crosstalk
reduction is translated into a fixpoint computation problem. We
develop gate-sizing transformations, and use them to obtain
the solution. The effectiveness of the algorithm is validated
by experimental simulations on the ISCAS benchmarks [11]
and larger circuits. We compare our results to the design
methodology where successive iterations of gate-sizing are
performed for timing and for crosstalk reduction indepen-
dently. This alternative design methodology was based on
algorithms from [5] and [10].

The rest of the paper is organized as follows. We formulate
the gate-sizing for crosstalk reduction under timing constraints
problem in section II and explain the theoretical concepts
of gate-sizing by Lagrangian Relaxation in section III. We
present the crosstalk aware gate-sizing algorithm in section IV



and experimental results with comparisons to the alternative
design methodology in section V respectively. We finally draw
conclusions in section VI.

II. PROBLEM FORMULATION
A. Motivation

Gate-sizes have been traditionally used in area and power
metrics for VLSI circuits. A very common objective of most
VLSI circuit optimizations is to optimize the area and power
of a circuit without compromising on its performance. Per-
formance is related to the delay of critical paths in a circuit.
Consequently, the acceptable delay between primary inputs
and outputs are constrained to attain a certain performance
level, which cannot be sacrificed during other optimizations.

Optimizations involving gate sizing for crosstalk reduction
must not violate the timing constraints of the circuit. Suc-
cessive iterations of gate-sizing for crosstalk reduction and
timing become necessary. This motivates the development of
a gate-sizing algorithm for crosstalk reduction which considers
the timing constraints on the primary outputs, thus saving
independent iterations of gate-sizing for crosstalk reduction
and timing.

B. Circuit Modeling

We model a circuit as a directed acyclic graph (DAG).
Nodes of the DAG represent gates in the circuit and the
edges represent the corresponding nets. A coupling-graph [10]
having coupling information is then superimposed on the
DAG. A pseudo node (PO henceforth) is added to represent
a single primary output node having incoming edges from all
the output nodes of the DAG. Similarly, a pseudo input node
(PI henceforth) is added having outgoing edges to all input
nodes of the DAG. The graph is topologically sorted with PO
having index 0 and PI having the largest index for ease of
notation.

Gates and nets are modeled as standard switch level and
m-type RC circuits respectively. The gate-size of gate i is
denoted by s(7), while 7*; and ¢; represent unit gate-size output
resistance and input capacitance per unit gate-size respectively.
Output resistance of gate ¢ can now be expressed as r; =
7;/s(4) and the capacitance of an input pin of the gate can
be expressed as ¢; = ¢;s(i) 4 f(i), where f(i) represents the
gate perimeter capacitance. For simplicity, we assume input
capacitances of all input pins of a gate to be the same and
ignore intrinsic gate delay. The algorithm can however be
simply extended to handle them. We use the Elmore delay
model for timing calculations.

C. Problem Definition

Gate-sizes of a circuit can be represented by a gate-size
vector S as

Sé(i10§i<n:8(i))

Given the size of gates in a circuit, the noise induced on each
net can be calculated using a noise-model. It is not necessary
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that the noise-model be an analytical one. Coupling-noise N (%)
on a given net can be represented as

NG) 2 fi(s(0), (1), - ., 5(i))

where s(i) represents the driving-gate size of the net and
s(41),...,8(ir) represent driving-gate sizes of the coupled
nets respectively.

Given a weight vector W = (i : 0 <i < n:w;), w; >0,
the objective of the optimal gate-sizing problem for crosstalk
reduction is to find the minimal weighted-sum of gate-sizes
under the constraints that the maximal arrival time at the
PO with respect to the primary input is at most Ay, noise
N(i) On every net is at most U (i) and 1(i) < s(i) < u(i).
Here U(:) represents the maximum noise the corresponding
net can tolerate, while {(7) and (%) represent the minimum
and maximum driving gate-sizes of the net given by physical
constraints respectively. The timing constraints require that
for all paths p from PI to PO, the sum of the delays across
components in each path p must be at most Ay. We can thus
express the gate-sizing problem formally as

n—1
Minimize Z w;s(i) (1)
1=0
S.t.
ZiEp D; < Ay Vpe P
NG) <U(G) YieWw
(1) <s(i) <u(i) VieG

where, D; is the Elmore delay associated with component i,
P is the set of all paths p from PI to PO, W is the set of
all nets, and G is the set of all gates in the circuit. Since
the total number of paths in P can be exponential, the above
formulation is impractical for analysis and optimization. We
therefore associate a variable a; to each component which
represents the output arrival time for that component. This
gives an alternate formulation of the above problem, which
can be formally expressed as
n—1
Minimize Z w;s()
i=0

(@)

S.t.

aj < Ag
a; +D; < a
N(i) <U(®%)
1(i) < s(i) < uli)

Vj € input(PO)
Vi A j € input(i)
VieW
VieG

where, input (i) gives the set of components that are inputs to
component ¢.

If we consider the weighted sum of gate-sizes in an area
metric, the gate-sizing problem can be interpreted as finding
the minimum area of the circuit such that there are no
noise violations and the timing constraints are met. Similarly,
power consumption can be expressed as Z;:ol p;is(i) for



some non-negative constants pg, p1,...,Pn—1. Lhe given gate-
sizing problem thus attains to find a gate-size vector which
minimizes area and power under no noise violations, ensures
that the timing constraints are met and all gates are within
their respective size bounds.

III. GATE SIZING BY LAGRANGIAN
RELAXATION

A. Lagrangian Relaxation

Lagrangian Relaxation (LR) is a widely acclaimed tech-
nique for solving constrained optimization problems. In LR,
“troublesome” constraints are “relaxed” and incorporated
into the objective function after multiplying them with non-
negative constants called Lagrange multipliers, one multiplier
for each constraint. For each fixed vector A of the Lagrange
multiplier introduced, we obtain an easier sub-problem called
the Lagrangian relaxation sub-problem associated with A
(LRS/A). The problem of finding a A such that the solution to
the sub-problem is also the solution to the original constrained
problem is called the Lagrangian Dual problem or LDP.

We use LR to solve the gate sizing problem for crosstalk re-
duction under timing constraints. Kuhn-Tucker conditions [8]
are used to simplify the sub-problem to a simpler sub-problem
denoted by LRS/u. We use the method of sub-gradient
optimization [6], [8] to solve the LDP.

We relax the constraints on the arrival time of the compo-
nents since they are difficult to handle. Analytical noise models
are complex in form and cannot be expressed as posynomials.
We leave the noise and size bound constraints unrelaxed. This
facilitates the use of the lattice-fixpoint framework in [10].
The sub-problem objective function can be expressed as a
posynomial additionally. Following the Lagrangian relaxation
procedure, we introduce a Lagrange multiplier for each con-
straint on arrival time. For all j € input(PO), we introduce
Ajo for the constraint a; < Ay. For all j € input(i) Ai # 0,
we introduce \;; for the constraint a; +D; < a;. We assume
that the arrival time of PI is 0. We denote the vector of
Lagrange multipliers introduced by A and the vector of arrival
times using A = (¢ : 0 < i < n : a;) respectively. Thus
the Lagrangian sub-problem associated with the Lagrangian
multiplier A can be expressed as

Minimize Ly(S, A) 3)
S.t.
N@G@) <U(i Vie W
1) <s(i) <u(i) VieG
where, Ly(S, A) is given by
n—1
Z w;s(i) + Z Ajol(a; — Ao)
i=0

j€input(PO)

n—1
+ Z Z Aji(a; + D; — a;)

=0 jeInput(i)

Kuhn Tucker [8] conditions imply the following optimality
condition on A. The proof is similar to that in [5].

A= Y. ApVEk

i€output(k) j€input(k)

The above conditions on A can be used to simplify LRS/A.
We define 2, = (A > 0 : \) to denote the set of A which satis-
fies the above conditions. For any A € Qy, (LRS/\) is now
equivalent to solving a new sub-problem called (LRS/p),
which is defined as

Minimize L, (S) 4

S.t.

where p = (1 : 0 <@ < n: ), g = Zjeinput(i) Njis
and L, (S) = S0 D+ 27~ w;s(i). We can now solve
LRS /X by solving LRS/p instead. The vector A can then be
evaluated by topologically considering each variable a; from
the PI and setting it to the smallest possible value that satisfies
the timing constraints.

B. Solving LRS/

A local refinement function is derived to solve the La-
grangian sub-problem, which is applied to gates iteratively
until convergence. We define upstream(i) to be the set of re-
sistor indexes on the path(s) from gate 7 to the nearest upstream
gate(s) or input driver(s). Let R; = Ej@pstream(i) T
and C; denote the weighted upstream resistance and the
downstream capacitance of gate ¢ respectively.

We define h; to be a function of gate-sizes in a circuit
that returns the optimal size of gate ¢ that minimizes L,
given other gate-sizes and no other constraints (similar to [5]).
Formally, this is represented as

hi(S) 2 (min s(i) : L) )

L,, can be expressed as a function of s(4) assuming all other
gate-sizes are fixed [5].

Bi(S)
s(1)
where A;(S), B;(5), and E;(S) are functions of gate-sizes of
the circuit, but independent of s(i). A;(.S) is given by é;R; +
w;, and B;(S) is given by p;7;C;. From the above equation,
the optimal value of s(7) can be obtained that minimizes L,,.

We can formally evaluate h; as

e | BilS) pi G

We next consider the gate-sizing transformation g; as in
[10]. Based on the monotonic property of the noise function
with gate sizes, g; is defined as a transformation that gives the
minimal gate-size of a gate such that all its driven nets satisfy
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L, = Ai(S) - s(i) + + Ei(S) (6)




o Algorithm: Solve LRS/u
o Output: optimized S
o begin
1) initialize all driver-sizes to their minimum
Vi:0<i<n:s()=1(i))

2) do

3) fori:=1ton—1

4) evaluate C;

5) fori:=n—1downto 0
6) evaluate R;

7) s(i) = ¢i(S)

8) while (no further improvement)
e end

Fig. 1. Algorithm to solve LRS /1

noise constraints, given other gate-sizes. Formally, we express
this as
9:(S) 2 min {s(i) : N(i) < UG)} ®)
Having defined g¢;(S) and h;(S), we define ¢;(S) to be
the local refinement function for a gate ¢ which returns its
optimal size that minimizes L, satisfies the noise constraint
on its driven nets and is within its physical size constraints.
Formally, we express ¢; as
6i(8) = min (u(i) ,max(U(i), g:(9), hi(S)) )
LRS/p can be solved by a greedy algorithm based on
iteratively resizing the gates. Local refinement is performed
on every gate iteratively assuming all other gate sizes are
fixed. R; and C; are evaluated for each gate by traversing
the circuit in a reverse topological order and in a topological
order respectively. g; for every gate is evaluated based on the
noise model used. The iteration continues till convergence. The
pseudo code of the algorithm is given in Fig 1. We present
the proof of convergence next.
A system of equations is formed when locally refined gate-
sizes for all nets are combined:

(Vi:0<i<mn:s(i)=¢i(s(0),...,s(n—1))

If & =(i:0<4<mn:¢;)isused to represent the vector
transformation, the above equation can be written as:

S =d(9) (10)
A solution to Eqn (10) is a gate-size vector .S, which is called
a fixpoint of ®. We shall prove in the following theorem that ¢
is a monotonic and convergent transformation over the partial
order < as explained next. Consider gate-size vectors X =
(1:0<i<m:z@()andY = (i:0<i<n:y(i)).

Definition 1: We say that X < Y iff (Vi : 0 < i < m:
2(i) < y(i)):

Theorem 1: For any S1 < S5, we have ®(S7) < ®(Ss).
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Proof: For two gate-size vectors S;1 = (i : 0 < i < n:
s1(@)) and S = (7 : 0 < i < n: s2(i)), given S < Sy, from
Defn (1) we can state that

(Vi:0<i<n:si(i) < sa(i)) (11)

We prove the above theorem using contradiction. If ®(S7) £
®(S3) we must have

(3j:0<j<n:¢;(S1)> ¢;(S2) ) (12)
From the definition of ¢, we express this as
min(u(j) ymax(1(7), g;(S1), hj(Sl))) >
min(u(j) ,max(1(j), g;(Sa), hj(52)))
= rnax( gj(Sl), hJ(Sl) ) > max( gj(SQ), hJ(SQ) )
= 9i(51) > gi(52) v

hi(Sl) > hl(Sg)

However, g; and h; are monotonic [5], [10]. This implies that
for the given gate size vectors S; and S5, we have

9i(52))
hi(S2))
The above monotonic properties of g; and h; contradict

(12). @ is thus shown to be a monotonic and a convergent
transformation, such that ®(S7) < ®(S3) for S; < Ss. [ |

(Vi:0<i<n:g(S1)
(Vi:0<i<n:hi(S1)

A (13)

<
< (14)

C. Lagrangian Dual Problem

Let the function Q(\) be the solution to the Lagrangian
sub-problem. We define the Lagrangian Dual problem LDP
as

Maximize QM)
A>0

15)

subject to

Q(A) is not differentiable in general. Methods like steepest
descent, which depend on gradient directions are not necessar-
ily applicable. The sub-gradient optimization method is used
instead, and can be viewed as a generalization of the steepest
descent method in which the gradient direction is substituted
by a sub-gradient based direction [8]. This method however,
cannot guarantee the optimal solution in all cases.

Starting with an arbitrary value of A, the method iteratively
moves from the current point to a new point following the
sub-gradient direction. At step k, we solve the Lagrangian
sub-problem using the Solve LRS /s algorithm. Subsequently,
for each relaxed constraint, we define the sub-gradient to
be the right side minus the left hand side of the constraint,
evaluated at the current solution. The sub-gradient direction is
the vector of all the sub-gradients. We move to a new point
by multiplying a step size py, to the sub-gradient direction and
adding it to \. Finally, X is projected back to the nearest point
in €2y, so that we can solve LRS/u instead of LRS/\ in the
next iteration. This is repeated till convergence.



o Algorithm: Solve LDP

o Output: )\ that maximizes LRS/A

« begin
1)
2)
3)
4)
5)
6)
7)

8)

9
10)
11)

k=1
A := arbitrary initial vector in €2
evaluate 1o from A (i = 3 cinpur(iy Ait)
solve LRS/ 1
evaluate A= (1:0<i<mn:a;)
fori:=0ton—1do

for all j € input(i) do

- { Aji + pr(a; — Ao)

ﬂ Aji + prlaj + Di — a;)
project A to the nearest point in 2y
k=k+1
Repeat steps 3-10 until (37" w;s(i) — Q(N))
< Error bound.

if 1 = PO
otherwise

e end

Fig. 2. Algorithm to solve LDP

If the step size sequence pj satisfies the two conditions
limg—oopr = 0 and Y ;- | pr = oo, then the sub-gradient
optimization method will always converge to the optimal
solution. The pseudo code of the algorithm is given in Fig 2.

IV. CROSSTALK AWARE GATE SIZING
ALGORITHM

Based on our problem formulation and the Lagrangian
Relaxation procedure described in the previous section, the
Crosstalk Aware Gate Sizing Algorithm is used to optimize
the weighted sum of gate-sizes under given noise, timing
and physical gate-size constraints. The pseudo code of the
algorithm is given in Fig 3.

Lemma 1: The solution obtained by the Optimal Gate-

sizing algorithm [10] S, is a lower bound to the optimal
solution of the gate-sizing problem.
The Optimal Gate-sizing algorithm can be used to obtain
the lower size bound of every gate in the given gate-sizing
problem, since S,y gives the minimum size of each gate
for which noise violations do not exist. Here we assume that
the size bounds used in the optimal gate-sizing algorithm for
coupling-noise reduction are the same as the given bounds for
our problem. We can now use S,p: as the lower bound of
gate-sizes during our optimization process.

Lemma 2: If the optimal solution to the gate-sizing problem

without noise constraints (S*) as in [5] has a partial order over
the relation < with the optimal solution to our gate-sizing
problem (S**), the converged solution is guaranteed to be the
optimal solution.
If S* < §** then h(S*) = S* < h(S**) < S**. Also the
optimal solution must be a fixpoint of g. This implies that
the optimal solution S** is a fixpoint of ® (P(S**) = S**).
Since S** minimizes the area metric, it is also the least fixpoint
and the crosstalk aware gate-sizing algorithm is guaranteed to
converge to it due to the monotonic property of ®.
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Algorithm: Crosstalk Aware Gate Sizing

Input: Layout extraction results

Output: Optimized gate-size vector S

begin
1) construct DAG for circuit and superimpose

coupling-graph based on layout extraction

2) Call Solve LDP to get optimal A
3) evaluate po from A (i = 35 cinpui(iy i)
4) Call Solve LRS/p to get optimized S

end

Fig. 3. Crosstalk Aware Gate Sizing Algorithm

V. EXPERIMENTAL RESULTS

We present results of the Crosstalk Aware Gate Sizing

algorithm on the ISCAS’85 benchmarks [11] and three larger
circuits, parameters for which were randomly generated with
realistic values in a 0.18u technology. We used the 2-7 noise
model [12] for noise estimations and consider the following
optimization stages
Unoptimized : Unoptimized Circuit with given timing
constraints
Timing : Circuit after optimization for area without
crosstalk consideration (similar to [5])
Timing — Noise : Optimizing Timing for crosstalk reduc-
tion by Optimal Coupling-Noise Reduction algorithm [10]
Timing + Noise : Optimization using the developed
Crosstalk Aware Gate Sizing algorithm

Table I presents the number of nodes (# of Nodes), number
of coupling edges in the coupling graph for the circuit (# of
C Edges) and results for the four stages mentioned above.
Each stage contains the weighted-sum of all gates (Area),
the maximal delay of the circuit (7a), and number of noise
violations in the circuit (NV). Unoptimized represents a circuit
stage satisfying a given timing constraint, but without area
optimization or crosstalk consideration. For ease of compar-
ison, we normalize the Area and Ta values for this stage
and the corresponding values for the other stages are given
with respect to this stage. Timing represents the circuit after
optimizing for Area under the given timing constraints without
crosstalk consideration. This is similar to the work in [5]. As
expected, this stage is usually the optimal in terms of area,
but has the most number of noise violations. Timing — Noise
represents the circuit after gates of circuit in Timing are sized
up using the Optimal Gate Sizing algorithm [10] to reduce
coupling noise. Results demonstrate increase in area during
this stage, and decrease in number of noise-violations, with
little effect on timing. In a few cases, the circuit is timed faster,
but experiments did not show any timing violation caused
by the optimal coupling-noise reduction algorithm. Timing
+ Noise presents the circuit after the Unoptimized circuit is
optimized with our Crosstalk Aware Gate Sizing algorithm.
Though the area obtained was found to be more than the
Timing stage, it was very effective in reducing noise violations,
and proved that it could obtain lower final violations with



TABLE 1
NOISE REDUCTION RESULTS. U (i) = 0.2Vy4

Circuit # of # of Unoptimized Timing Timing — Noise Timing + Noise
Nodes C Edges Area Ta | NV Area Ta | NV || Area Ta | NV || Area Ta | NV
C432 198 553 1.00 | 1.00 3 0.59 | 0.99 2 0.60 | 0.99 1 0.54 | 0.99 0
C499 245 621 1.00 | 1.00 4 0.48 | 0.99 3 0.49 | 0.99 0 0.43 | 0.99 0
C880 445 1240 1.00 | 1.00 2 0.75 | 0.99 3 0.76 | 0.99 0 0.73 | 1.00 0
C1355 589 1653 1.00 | 1.00 6 1.11 | 0.99 12 1.13 | 0.99 0 1.12 | 0.99 0
C1908 915 2655 1.00 | 1.00 10 0.66 | 0.95 10 0.67 | 0.94 0 0.66 | 0.96 0
C2670 1428 3851 1.00 | 1.00 14 0.58 | 1.00 32 0.60 | 1.00 1 0.60 | 1.00 1
C3540 1721 5086 1.00 | 1.00 10 0.78 | 0.96 16 0.79 | 0.93 3 0.80 | 0.92 3
C5315 2487 7076 1.00 | 1.00 15 0.50 | 1.00 17 0.50 | 1.00 0 0.50 | 1.00 0
C6288 2450 7239 1.00 | 1.00 16 0.86 | 0.99 15 0.87 | 0.99 0 0.87 | 0.99 0
C7552 3721 10823 1.00 | 1.00 20 0.49 | 1.00 33 0.50 | 1.00 0 0.50 | 1.00 0
CKT-1 15K 42017 1.00 | 1.00 53 0.21 1.00 67 0.22 | 1.00 0 0.22 | 1.00 0
CKT2 18K 53114 1.00 | 1.00 73 0.23 | 0.98 83 0.23 | 0.98 1 0.24 | 1.00 0
CKT.3 20K 59389 1.00 | 1.00 | 116 0.28 | 0.99 | 140 0.28 | 0.99 0 0.28 | 0.99 0
TABLE II
NOISE REDUCTION RESULTS. U (¢) = 0.1Vyq
Circuit # of # of Unoptimized Timing Timing — Noise Timing + Noise
Nodes C Edges || Area Ta NV || Area Ta NV || Area Ta | NV || Area Ta | NV
C432 198 553 1.00 | 1.00 24 0.59 | 0.99 28 0.78 | 0.97 5 0.70 | 0.99 3
C499 245 621 1.00 | 1.00 32 0.67 | 1.00 35 0.84 | 0.96 12 0.75 | 1.00 9
C880 445 1240 1.00 | 1.00 37 0.75 | 0.99 52 0.87 | 0.99 15 0.80 | 0.99 10
C1355 589 1653 1.00 | 1.00 43 1.11 | 0.99 65 1.22 | 092 21 1.16 | 0.99 21
C1908 915 2655 1.00 | 1.00 88 0.66 | 0.95 111 0.93 | 0.94 27 0.64 | 0.96 25
C2670 1428 3851 1.00 | 1.00 146 0.58 | 1.00 172 0.74 | 1.00 40 0.62 | 1.00 30
C3540 1721 5086 1.00 | 1.00 166 0.78 | 0.96 220 0.88 | 0.93 61 0.62 | 0.98 39
C5315 2487 7076 1.00 | 1.00 264 0.50 | 1.00 297 0.66 | 0.99 50 0.54 | 1.00 38
C6288 2450 7239 1.00 | 1.00 220 0.86 | 0.99 282 0.99 | 0.90 80 0.83 | 0.94 62
C7552 3721 10823 1.00 | 1.00 360 0.49 | 1.00 414 0.65 | 0.99 72 0.56 | 1.00 57
CKT-1 15K 42017 1.00 | 1.00 | 1136 0.32 | 1.00 | 1272 042 | 0.89 | 108 0.31 | 1.00 87
CKT22 18K 53114 1.00 | 1.00 | 1544 023 | 098 | 1573 034 | 0.92 | 100 0.32 | 0.98 94
CKT23 20K 59389 1.00 | 1.00 | 1783 0.28 | 0.99 | 1860 040 | 095 | 158 0.35 | 0.99 | 132
lesser area as compared to the Timing — Noise stage. The REFERENCES

upper noise bound U (¢) on the nets was set to 0.2V,. Table
IT presents similar results for a more constrained noise upper
bound (U(l) = 0-1Vdd)-

Experimental results prove the effectiveness of our algo-
rithm over the approach of optimizing for area and then for
crosstalk. The algorithm is shown to reduce more number of
noise violations, which is significant in cases of constrained
U (4) and its efficiency in optimizing area can also be observed.
The algorithm can be used consistently for both continuous as
well as discrete gate-sizing. The algorithm took 0.8 seconds
for the smallest benchmark and 1.4 minutes for the largest
benchmark. All simulations have been run on a Pentium
2.4GHz Xeon processor server, having 1GB RAM and running
RedHat Linux 8.0.

VI. CONCLUSION

The paper presents a post-route, timing constrained gate-
sizing algorithm for crosstalk reduction based on Lagrangian
Relaxation. Experimental results validate the effectiveness
of the algorithm over an alternative design methodology of
independent gate-sizing for timing and crosstalk successively.
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