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ABSTRACT

The nanophotonic signaling technology enables efficient global
communication and low-diameter networks such as crossbars
that are often optically arbitrated. However, existing optical
arbitration schemes incur costly overheads (e.g., waveguides,
laser power, etc.) to avoid starvation caused by their inher-
ent fixed priority, which limits their applicability in power-
bounded future many-core processors. On the other hand,
quality-of-service (QoS) support in the on-chip network is
becoming necessary due to an increase in the number of com-
ponents in the network. Most prior work on QoS in on-chip
networks has focused on conventional multi-hop electrical
networks, where the efficiency of QoS is hindered by the lim-
ited capabilities of electrical global communication. In this
work, we exploit the benefits of nanophotonics to build a
lightweight optical arbitration scheme, FeatherWeight, with
QoS support. Leveraging the efficient global communica-
tion, we devise a feedback-controlled, adaptive source throt-
tling scheme to asymptotically approach weighted max-min
fairness among all the nodes on the chip. By re-using ex-
isting datapath components to exchange minimal global in-
formation, FeatherWeight provides freedom from starvation
while resulting in negligible (< 1%) throughput loss com-
pared to the best-effort baseline optical arbitration. In ad-
dition, FeatherWeight provides strong fairness, performance
isolation, and differentiated service for a wide range of traf-
fic patterns. Compared to state-of-art optical arbitration
schemes, FeatherWeight reduces power consumption by up
to 87% while reducing execution time by 7.5%, on aver-
age, across SPLASH-2 and MineBench traces, and improv-
ing throughput on synthetic traffic patterns by up to 17%.
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1. INTRODUCTION
As technology advances, a variety of components are inte-

grated onto a single chip: together with the increasing num-
ber of cores, an increasing variety of components are being
integrated. For example, the Intel Nehalem architecture in-
tegrates memory controllers into the processor package [16],
while the AMD Fusion family of APUs [1] combine GPUs
and CPUs together. Thus, efficient and fair communication
among all the different components will be critical to the
overall performance of the processor. In addition, QoS sup-
port is becoming necessary for on-chip networks: in a net-
work with several node types, each may require a different
service level.
Recent progress in silicon nanophotonics [2, 34, 35] has

provided an attractive communication fabric for future many-
core processors. Both Intel [9] and IBM [8] have announced
prototype chips that demonstrate the huge potential in this
emerging technology. With its high bandwidth density, low
latency and repeater-less communication, this emerging tech-
nology is especially efficient for long-range on-chip communi-
cation [13, 27, 31] and global arbitration [26, 30]. However,
one common problem in existing optical arbitration is the
fixed priority of each node; particularly, extra effort has to
be placed to avoid starvation. Previous works have used
longer waveguides [26] and broadcast buses [30], which limit
the scalability of the overall architecture and cause signifi-
cant power overhead. On the other hand, if nanophotonic
signaling becomes the backbone of future on-chip networks,
QoS support in nanophotonic networks will be necessary to
provide both performance isolation and differentiated ser-
vice [17]. However, existing optical arbitration schemes only
focus on fairness and lack the flexibility to support differen-
tiated service. Thus, a novel optical arbitration scheme with
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Figure 1: (a) Nanophotonic components and (b) logical architecture of optical crossbars [26].

QoS support is highly needed for future nanophotonic on-
chip networks.

In this paper, we propose FeatherWeight, a lightweight op-
tical arbitration scheme with QoS support. FeatherWeight
leverages the efficient global communication capabilities of
nanophotonics to build a feedback control system to adap-
tively throttle the network nodes and asymptotically ap-
proach a weighted max-min [11] fairness among all the nodes.
Starvation is avoided as QoS is enforced. The weight of each
node can be assigned by the run-time system to provide dif-
ferentiated service levels. FeatherWeight exchanges minimal
amount of information using the data channels, avoiding any
extra optical hardware. To adapt to the dynamics of on-chip
network traffic, dynamic adjustments to the bandwidth allo-
cation is carried out once every epoch, so as to avoid exces-
sive computational complexity. Compared to prior work [26,
30], significant amount of hardware and power reduction is
achieved, which greatly improves the scalability and appli-
cability of optical arbitration.

In summary, the contributions of this paper include:

• We propose FeatherWeight – a lightweight, optical ar-
bitration scheme based on feedback-controlled, adap-
tive source throttling with support for QoS.

• We leverage the low latency and efficient global com-
munication of nanophotonics and existing waveguides
to significantly reduce the cost (both area and power)
over prior approaches to global optical arbitration.

• Exploiting the lightweight, optical arbitration, we pro-
vide QoS support in the arbitration with minimal ad-
ditional overhead.

• We evaluate FeatherWeight and compare it against
state-of-art alternatives. We demonstrate that Feath-
erWeight achieves high performance optical arbitration
while providing robust QoS support at low cost.

The remainder of this paper is organized as follows. In
Section 2, we present background information and related
work. The details of the proposed FeatherWeight scheme is
presented in Section 3. We evaluate the performance and
cost of FeatherWeight in Section 4. Section 5 summarizes
and concludes the paper.

2. BACKGROUND AND RELATED WORK

2.1 Nanophotonics and Optical Crossbars
Recent progress in silicon nanophotonics [2, 34, 35] promises

a new on-chip communication fabric with low latency and
high bandwidth density. The basic components in nanopho-
tonic signaling are illustrated in Figure 1(a). Laser beams of
various wavelengths are generated off-chip and coupled onto
an on-chip waveguide, which traverses different nodes on the
network. Wavelength-selective resonant modulators [34] are
built to modulate electrical signals onto specific wavelengths,
which can then be filtered, detected, and converted back into
the corresponding electrical signal [35]. The key component
is the ring resonator that enables multiple logical data chan-
nels to be implemented on different wavelengths in the same
physical waveguide. The power consumption of such an op-
tical channel includes the electrical power to modulate and
demodulate the signals, the laser power, and the ring heating
power [2] to fine-tune the resonant wavelengths.

Different topologies have been proposed to utilize such
nanophotonic signaling [10, 14, 15, 27, 28, 31]. Since nanopho-
tonics provides low latency and does not require repeater in-
sertion, it is ideal for implementing global crossbars [26, 31].
Compared to alternative topologies (e.g., torus [28], etc.),
such crossbar topology is more scalable and cost-effective as
the network diameter is reduced [12]. Vantrease et al. [31]
proposed the Corona architecture with a radix-64 crossbar,
while hierarchical topologies like Firefly [27] leverages nanopho-
tonic crossbars and can further increase the network size.

Pan et al. [26] categorized the 3 alternatives to organize
the optical channels to build nanophotonic crossbars, namely
SWMR, MWSR, and MWMR, as shown in Figure 1(b).
SWMR, or Single-Write-Multiple-Read crossbars uses the
optical channel for each sender to transmit its packets, while
the arbitration is localized to the receiver side and done elec-
trically. MWSR, or Multiple-Write-Single-Read crossbars,
on the other hand, dedicates a channel for each router to
receive packets, and global arbitration is needed to resolve
conflicts among the senders. MWMR, or FlexiShare optical
crossbar, combines both arbitration and allows fewer chan-
nels to be used for better power efficiency under unbalanced
traffic. To enable these crossbars, especially the MWSR and
MWMR crossbars, efficient global arbitration is critical.
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Figure 2: Hardware for (a) baseline optical arbitration, (b) 2-pass Token Stream, and (c) Fair Slot. Waveg-
uides carrying laser (e.g., optical tokens) traverse all the routers for information delivery.

2.2 Slot-based Optical Arbitration
Two time slot-based optical arbitration schemes have been

recently proposed for arbitrating global optical crossbars.
Vantrease et al. [30] proposed a Fair Slot arbitration scheme
for arbitrating MWSR nanophotonic crossbars; while Pan et
al. [26] introduced 2-pass Token Stream that can be used for
MWSR and MWMR crossbars. Both schemes arbitrate on
a time-slot basis, and are more efficient than the previously
proposed Token Ring arbitration scheme [31].

2.2.1 Baseline Optical Arbitration (Fixed Priority,
Starvation-prone)

Both Fair Slot and 2-pass Token Stream have a common
baseline optical arbitration scheme 1 as illustrated in Fig-
ure 2(a). Arbitration is carried out on a time-slot basis,
where units of optical energy (i.e., optical tokens) are used
to represent the privilege to occupy units of resources (e.g.,
a time slot on the data channel). A waveguide that carries
the optical tokens traverses all the nodes in a specific order,
and each node has a ring resonator that can be turned on to
couple the optical tokens off the waveguide. Since at most
one node can grab a specific token an arbitration is achieved
among all the nodes.

However, as the tokens are injected at a specific point
(i.e., the home node) and take a fixed route (decided by the
physical layout of the waveguide) across all the nodes, nodes
closer to home have higher priority to grab a token. A busy
node close to home may consume all the tokens, starving
the farther downstream nodes.

2.2.2 2-pass Token Stream

To solve the potential starvation problem, Pan et al. [26]
extend the baseline optical arbitration with a starvation
avoidance scheme. Instead of having the 1-pass token waveg-
uides, the waveguides are routed to pass each node twice, as
shown in Figure 2(b). In the first pass, each token is dedi-
cated to a different node, guaranteeing a minimum amount
of bandwidth for each node. If a token is not grabbed by its
dedicated node in the first pass, any node can grab it in the

1This arbitration scheme is referred to as Time Slot and
1-pass Token Stream by Vantrease et al. [30] and Pan et
al. [26], respectively. For simplicity, in this work, we refer to
it as the “baseline optical arbitration”.

second pass. This scheme keeps the high bandwidth utiliza-
tion of the baseline scheme and avoids starvation, but does
not guarantee strict fairness: the nodes closer to home still
stand higher chance to grab second-pass tokens. In addition,
the 2-pass token traversal increases laser power consumption
and limits the scalability of the arbitration scheme.

2.2.3 Fair Slot

Vantrease et al. [30], on the other hand, employs a starva-
tion detection and recovery scheme in their Fair Slot optical
arbitration, as illustrated in Figure 2(c). Besides the 1-bit
channel for tokens used in the baseline optical arbitration,
a separate channel is used to detect if any node has not had
access to the data channel for some time (i.e., “hungry” or
starving). This hungry signal is efficiently implemented as
an optical logic OR – any node can couple the laser energy
off this channel to indicate that it is hungry. In addition,
an optical broadcast channel is used by the home node (i.e.,
token injection point) to inform all the nodes the change of
operation state.

Initially, all the nodes start in “plenty” mode, when they
can grab tokens freely until at least one node becomes hun-
gry. The hungry node then informs the home node using
the hungry signal. The home node, upon detecting the hun-
gry signal, broadcasts a signal to all nodes indicating the
switch to “famine” mode (i.e., starvation recovery mode),
where only the hungry nodes can take turns to flush exist-
ing packets in their input queues. Hungry nodes who finish
flushing packets will stop coupling the hungry signal and
be suspended to give downstream nodes the chance to flush
their packets. When all the hungry nodes have sent their
packets, the home node broadcasts another signal indicat-
ing the switch back to plenty mode.

This scheme solves the starvation problem and approxi-
mates max-min fairness under heavy traffic. However, signif-
icantly more hardware is added, as can be seen in Figure 2.
These extra hardware, especially the broadcast bus, results
in high power consumption and limits the scalability of the
system. In addition, at the end of each famine mode, all the
nodes are suspended, and the tokens in-flight will be wasted,
causing lower throughput of the system.
In this work, we propose FeatherWeight, a lightweight op-

tical arbitration scheme with freedom from starvation. In



Scheme Free of Starvation Hardware Cost Power Cost Fairness Differentiated Service
baseline [30, 26] No Low Low No No

2-pass [26] Yes High High No No
Fair Slot [30] Yes High High Yes No
FeatherWeight Yes Low Low Yes Yes

Table 1: Comparison of optical arbitration schemes

addition, strong QoS support (i.e., fairness and differenti-
ated service) is provided even with the reduced hardware
cost. A comparison of FeatherWeight against existing opti-
cal arbitration schemes is summarized in Table 1.

2.3 Quality of Service
Quality of Service (QoS) is the capability to provide re-

source assurance and service differentiation in a network [32].
QoS is essential when the shared resources are limited, and
hence a certain form of regulation has to be installed to pro-
vide performance isolation and differentiated service [17].
Performance isolation requires that the resources (e.g., band-
width) achieved by each node is isolated from the concurrent
activities in the system while Differentiated service provides
the flexibility to allocate the resources in varied proportions.

As the complexity of processors grows, a variety of re-
sources are integrated (e.g., memory controller) and shared
among competing components and processes. This calls for
proper QoS support in resource arbitration. Several works
studied QoS support for centralized processor resources like
memory controllers [22] and cache banks [23]. Resource level
QoS support cannot be guaranteed if QoS is not enabled in
the on-chip network. Thus, recently researchers have fo-
cused on QoS support in conventional, multi-hop electrical
networks [7, 17, 24]. QoS schemes proposed for large IP net-
works (e.g., Weighted Fair Queuing (WFQ) [5] and Virtual
Clock [36]) achieve similar goals but have to be adapted to
on-chip network constraints. For example, WFQ assumes
that each flow is leaky bucket constrained, which is not
applicable for adversarial on-chip network traffic pattern.
Moreover, complexity and cost concerns also prompt cus-
tomized on-chip QoS schemes, like Globally-Synchronized
Frames (GSF) [17] and Preemptive Virtual Clock (PVC) [7],
to be proposed. But as electrical signaling is inefficient for
global communication, overheads in terms of lost through-
put and/or wasted network resources are incurred. Further-
more, all these schemes address local arbitration and are not
applicable for QoS in global arbitration.

2.4 Leveraging Nanophotonics for QoS
QoS support can also benefit from the nanophotonics tech-

nology. First, nanophotonics allows us to quickly exchange
global information. Having the information of remote nodes
easily accessible eliminates the need to make assumptions,
which is commonly done in existing QoS schemes [17, 7],
making the scheme more adaptive. Second, the network
diameter can be significantly reduced. As compared to a
multi-hop network where the QoS guarantee often has to be
maintained by carefully adjusting multiple arbitration (e.g.,
PVC [7]), QoS support in a single arbitration is sufficient to
meet the requirements of QoS in a crossbar topology. This
potentially simplifies the problem, though the arbitration it-
self is distributed and requires special designs. In addition,
QoS schemes often require storage of bandwidth consump-
tion information. With the 1-hop network implemented in

nanophotonics, this overhead is minimized as intermediate
routers are removed. Recently, Ouyang et al. [25] proposed
a frame based QoS scheme to enhance the Fair Slot opti-
cal arbitration scheme [30] with differentiated service, but
added even more optical hardware (unicast completion ring
& broadcast frame switching ring). In the proposed Feath-
erWeight optical arbitration scheme, we aim to provide the
QoS guarantees while significantly reduce the optical hard-
ware and power cost.

3. FEATHERWEIGHT OPTICAL ARBITRA-

TION SCHEME
In FeatherWeight, weighted max-min fairness [11] is achieved

with the hardware cost close to a baseline optical arbitra-
tion, as shown in Figure 3(a). A single QoS controller is
used for each data channel (or each node). We exploit the
waveguide layout and place the controllers at the end of the
waveguides at the home node. Thus, no additional physical
connectivity is required.

Max-min fairness is a widely accepted fairness definition
in networking, where all the requesters with low demand will
be satisfied, and all the high-demand nodes will get the same
share of the resource. To provide differentiated service, we
implement the generalized form of max-min fairness, with
each node given a weight (Wi). Max-min fairness is then
satisfied among the nodes in terms of their normalized re-
source consumption (i.e., resource consumption normalized
to their weights). FeatherWeight adaptively adjusts itself
according to the changing traffic patterns through a feed-
back control mechanism. High resource utilization can thus
be maintained. For clarity, we summarize all the parameters
used in this section in Table 2.

3.1 Overview: Adaptive Source Throttling
To solve the starvation problem in the baseline optical

arbitration scheme, a quota (i.e., the maximum number of
tokens each node can grab) is assigned to each node over
a period of time (epoch). Any node that has consumed its
dedicated quota in the epoch will be throttled and prevented
from grabbing more tokens. If fixed quota is used, fairness
and differentiated service can be achieved, but this results in
poor resource utilization as the unused quota of low-demand
nodes cannot be used by other high demand nodes.

In FeatherWeight we improve the resource utilization by
a feedback control scheme, which dynamically changes the
quota according to the request patterns. Minimal per-node
token consumption information is shared globally among the
nodes to make proper quota adjustment. Leveraging the ef-
ficient global communication and low latency of nanopho-
tonics, the feedback system can efficiently track the change
of the traffic patterns and achieve low hardware cost and
high resource utilization while meeting the QoS objectives.





channel that is to be optically arbitrated in an MWSR op-
tical crossbar) available in a nanophotonic crossbar to send
such information, with a datapath width of D = 512 and
T = 256,K = 64, the bandwidth overhead for the data
bus is (2K log2 T + K)/(DT ) = 0.83%. A full analysis
of bandwidth overhead under different scenarios is shown
in Figure 3(c). If necessary, this overhead can be further
reduced by utilizing coarser grain quota and achieved ser-
vice levels3. Overall, the QoS information exchange poses
negligible overhead for an optical datapath with, typically,
abundant bandwidth, and it can be achieved without extra
optical hardware.

3.2.3 QoS algorithm

Initially, the quota for all the nodes (Q0
i ) is set to the

size of the epoch T to guarantee high resource utilization.
In each epoch t, with the global service information of the
past epoch (At−1

i and bt−1

i ) collected from all the nodes, an
algorithm is implemented to update the quota for the next
epoch (Qt+1

i ) for each node i to achieve the weighted max-
min fairness. We derive Qt+1

i based on two components:
the base quota (Bt+1

i ) and the adjustment quota (Xt+1

i ), as
shown in Equation 1. The base quota represents the target
quota for a node in a stable state, where the low demand
nodes achieve their full demand, and the high demand nodes
share the remaining resource according to their weights Wi.
The adjustment quota, on the other hand, tries to punish or
compensate a node if it over-consumed or under-consumed
service in the past.

Qt+1

i = Bt+1

i +Xt+1

i (1)

To calculate the baseline quota (Bt+1

i ), we first identify
high demand nodes (ht+1

i = 1) by comparing the achieved
service level of each node against the average. In epoch t,
the QoS controller accumulates At−1

i to get the normalized

accumulated achieved service (Ct−1

i ) for node i up until the
(t− 1)-th epoch. That is,

Ct−1

i =

t−1
∑

j=0

Aj

i

Wi

= Ct−2

i +
At−1

i

Wi

. (2)

Then, the average normalized accumulated service (Ĉt−1)
among the busy nodes are calculated using the following
equation.

Ĉt−1 =

K−1
∑

i=0

bt−1

i Ct−1

i

K−1
∑

i=0

bt−1

i

(3)

We define that a high demand node for the coming epoch
(ht+1

i = 1) is one that either was busy in the previous epoch
(bt−1

i = 1) or achieved more normalized service than the
average.

ht+1

i = bt−1

i ∨ (Ct−1

i ≥ Ĉt−1) (4)

We approximate the total amount of resource that should be
shared among the high demand nodes in the coming epoch

3For example, if Qt
i is in units of n tokens, m-bit Qt

i can
represent quota of up to n× (2m − 1), instead of 2m − 1.

(St+1) as the total resource in the epoch (T ) subtracted by
those achieved by the low-demand nodes

St+1 = α

[

T −

K−1
∑

i=0

(1− ht+1

i )At−1

i

]

(5)

where α is a coefficient that account for the amount of re-
source that cannot be claimed (i.e., reserved data channel
slots for QoS information exchange, tokens that went un-
used, etc.). Throughout our experiments, we use α = 0.95
for good resource utilization.
Thus, the base quota is set based on whether the node

is a high demand node: high demand nodes fairly share
St+1 based on their weights, and low demand nodes get
unlimited quota (Bt+1

i = T ) to let them achieve any amount
of bandwidth they need. If there is no busy node, we assert
Bt+1

i = T , otherwise,

Bt+1

i = (1− ht+1

i )T + ht+1

i

bt−1

i Wi

K−1
∑

i=0

bt−1

i Wi

× St+1 (6)

Equation 6 represents the distribution of service among
the high-demand nodes. However, this ignores the history
effect – nodes that achieved more service in the past are not
punished. Such punishment is reflected in the adjustment

quota Xt+1

i , as shown in Equation 7.
As shown above, all the nodes that have achieved Ct−1

i

higher than Ĉt−1 are punished by an amount proportional to
the excess, while the under-achieving nodes have their quota
proportionally relaxed. A slight difference here is that the
punishment for over-achieving nodes is more conservative,
while the compensation for under-achieving nodes is more
aggressive. We normalize the punishment against Ĉt−1 and
a strength coefficient β (β = 0.25 in all our simulations to
avoid fluctuation) is introduced to control how much pun-
ishment is given; while the compensation is directly propor-
tional to the difference in the accumulated normalized ser-
vice, because we do not want to sacrifice resource utilization
rate by over-punishing nodes, and it is always safe to com-
pensate the under-achieving nodes. The MAX and MIN
functions make sure the total quota Qt+1

i , when calculated
using Equation 1, is between 0 and T .
To avoid excessive history effect (i.e., nodes that con-

sumed a large amount of bandwidth a long time ago may
be punished in current arbitration), and limit the counter
size for the service statistics (e.g., Ct

i ), we periodically re-
set theses counters every F cycles. In our evaluations, we
use F = 50, 000 cycles. QoS statistics are thus guaranteed
within this time frame F .

3.2.4 Algorithm Overhead

The calculation involved in the algorithm is narrow-width
(e.g., less than 16-bit), simple, and scalable. Thus, multiple
calculations can fit into a single clock cycle. Data paral-
lelism can also be exploited at the cost of slightly increased
hardware cost. More importantly, such calculation is not
on the critical path of optical arbitration, and the calcula-
tions are carried out only once every epoch of hundreds to
thousands of cycles. In drastically scaled technology nodes,
the area and power overhead of such electrical circuits will
be minimal compared to the less scalable optical hardware
and power overheads. For example, we estimate the storage



Xt+1

i =























MAX

(

βWiT
Ĉt−1

− Ct−1

i

Ĉt−1
, −Bt+1

i

)

if Ct
i > Ĉt−1

MIN
(

Wi(Ĉ
t−1

− Ct−1

i ), T −Bt+1

i

)

if Ct
i ≤ Ĉt−1

(7)

Parameter Value Parameter Value
Network size 16,64 Input buffer depth 8 flits

Max concurrent token requests 8 Max transmissions per node per cycle 2
Packet size 64 bytes Flit size 64 bytes

Clock frequency 5 GHz Optical link bitrate 10 Gbps/link

Table 3: Simulation Framework Parameters

overhead for T=512, K=64 to be 9.4KB (3% of the total
buffers), while the electrical power of all the QoS controllers
is 43mW for 64 controllers in 16nm technology, which is <
1% of the power of the best alternative optical arbitration
scheme with conservative optical parameters.

3.3 Applying QoS to MWSR Optical Cross-
bar

FeatherWeight can be used for global arbitration of any
resource. For example, in an MWMR crossbar, both credit
and channel resources can be arbitrated using FeatherWeight.
For simplicity, in this paper, we evaluate it on the chan-
nel arbitration of a MWSR crossbar. The receiver channels
are thus arbitrated separately, each using a separate set of
FeatherWeight optical arbitration, with the QoS controller
embedded in the router that the arbitrated channel is dedi-
cated to.

As mentioned before, the QoS information exchange is
carried out on the data bus. This is especially feasible be-
cause the QoS information exchange has a fixed traffic pat-
tern. In Phase 1 of each epoch (Figure 3(b)), the controllers
(at each node) receives the service/busy information from
all the other nodes; while in Phase 3, each node receives
the updated quota information from all the controllers. As
there are multiple such small pieces of information going to
a common destination, we can reserve several data slots on
the data channel by not injecting the corresponding optical
tokens and statically assign which node should use which
sub-words in these data slots for QoS information exchange.
Note that each data slot is wide enough (e.g., 512-bit) to ac-
commodate the QoS information (At

i, b
t
i, and Qt

i) for many
nodes. Thus, the QoS information exchange can be done
within very few data slots by car-pooling in limited number
of slots on the wide datapath. In our evaluation, we conser-
vatively reserve 4 data slots per epoch on the data channels
for QoS information exchange. With this configuration, even
considering an 8-cycle light traversal time across all nodes,
the QoS information exchange can be done within 10 cycles
in each phase of an epoch, which leaves ample time for the
algorithm computation in Phase 2.

4. EVALUATION

4.1 System Setup
To evaluate FeatherWeight, a cycle accurate network sim-

ulator is developed based on the booksim simulator [3, 4] and
modified to model an MWSR nanophotonic crossbar with

four different arbitration schemes: baseline optical arbitra-
tion, 2-pass Token Stream, Fair Slot, and FeatherWeight.
We assume a refractive index of n = 3.5 for the waveg-
uide and 1-cycle latency for processing an optical token re-
quest [30]. The clock frequency is targeted at 5 GHz. We
simulate crossbar sizes of both 16 and 64 (K = 16, 64), with
single flit packets of 64 bytes. All the schemes employ an
input buffer size of 8 flits, implemented as a DAMQ [29],
with packets queued separately according to their destina-
tion. Each router can initiate a maximum of 8 token requests
per cycle, but can utilize at most 2 acquired tokens in each
cycle, in accordance with Vantrease et al. [30]. A list of
system parameters is provided in Table 3.

4.2 Throughput
We first evaluate the throughput of the different arbi-

tration schemes. As can be seen in Figure 4(a,c), under
Hotspot traffic, where all the nodes send to the same des-
tination (Node 0), all the arbitration schemes achieve near-
ideal throughput of 1/K, as they all try to fully utilize the
links by arbitrating at time-slot level. However, Fair Slot
incurs higher latency before the network reaches satura-
tion: when the network approaches saturation, the wait-time
based “hungry” detection in Fair Slot triggers famine mode
more easily, and forces all the hungry nodes to take turns to
flush their pending packets, which results in higher average
latency. With uniform random traffic, Fair Slot loses around
17% of throughput as compared to the other 3 schemes.
This is because, at the end of each famine mode, all the
nodes are suspended. Thus, the 8 tokens that are on-the-fly
in the waveguide cannot be utilized by any node. This in-
curs a fixed loss of 8 data slots per famine mode. Such cost
is amortized in the hotspot traffic where the famine mode
is long, but shows up in uniform random traffic, where the
sporadic famine modes triggered near network saturation are
much shorter. Note that these throughput results are con-
sistent with those reported in the original work [30]. On the
other hand, FeatherWeight, with an epoch size of 512 cy-
cles, shows minimal throughput cost for imposing the QoS
scheme, even with a few data slots dedicated for QoS infor-
mation exchange.

4.3 Fairness
The throughput results show how the arbitration per-

forms before network saturation and the best-effort base-
line optical arbitration scheme naturally shows good perfor-
mance. However, if the demand for receiver channel further
increases, some nodes in the baseline optical arbitration will
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