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Abstract— Signature sequences and associated powers are
optimized jointly with linear receivers for a multi-user forward-
link CDMA system with multiple transmit and receive antennas.
The performance criterion is sum capacity over all users. For the
model considered, the optimal signatures are sinusoids so that
multi-carrier signaling, in which each carrier is assigned to a
single user, maximizes the achievable rate. An optimal assignment
of carriers to users appears to be difficult to determine in
general, but can be efficiently approximated numerically. The
asymptotic sum capacity for large number of users and antennas
is characterized at high SNRs. The accuracy of these results
for moderate SNRs is illustrated through comparisons with
numerically optimized power allocations.

I. I NTRODUCTION

Adding antennas to transmitters and receivers in a cellular
system can improve performance and increase capacity [1]–
[3]. Recently, there has been substantial effort devoted to
determining the forward-link sum capacity with multiple users
and multiple antennas [4]–[7]. It has been shown that the
sum capacity can be achieved with dirty paper coding [8]
and superposition coding at the transmitter, and successive
decoding at the receiver.

In this paper, we examine the sum capacity of the forward-
link with multiple antennas at the transmitter and receiver,
and linear receivers. This constraint is motivated by practical
considerations, and simplifies the optimal coding scheme. The
channels are assumed to be frequency-selective and are known
at both the transmitter and receiver. We start with a Code-
Division Multiplexing (CDM) scheme in which each user
is assigned a set of signature sequences for each transmit
antenna. Each mobile has alinear receiver, which detects
the data symbols across the assigned signature sequences. We
jointly optimize the set of signature sequences, associated
powers, and receiver filters to maximize the sum mutual
information subject to a total power constraint. This is an
extension of our prior work in [9], [10], which applies to a
single receive antenna.

Assuming circulant channel matrices, the optimal received
signature sequences after passing through the channel are
orthogonal, which leads to a multi-carrier signaling scheme.
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Here we assume that each signature, which corresponds to a
particular frequency, is assigned to a single user. Becausethe
signatures are orthogonal, there is no need for superposition
coding. Each signature is associated with a matrix of antenna
gains, corresponding to the Multi-Input/Multi-Output (MIMO)
spatial channel. The optimal matrix transmit and receive filters
for each signature (i.e., discrete frequency) create multiple (un-
coupled) spatial sub-channels. The optimization then reduces
to allocating powers across users, signatures, and spatialsub-
channels to maximize the sum mutual information subject to
a total power constraint.1 This problem is difficult to solve in
general, but reduces to a convex optimization problem if users
can time-share signatures.

The forward-link sum capacity per signature is then ana-
lyzed for a large number of signatures, or discrete frequencies
K, at high SNRs, assuming channel gains arei.i.d. across
frequencies, users, and antennas. Specifically, we characterize
the sum mutual information per signature as a function of
the number of usersU , the number of transmit antennasMt,
and the number of receive antennaMr. Numerical examples
are presented, and a comparison with numerical optimizations
for finite-size systems show that the asymptotic analysis is
accurate for a moderate number of users and antennas.

II. FORWARD-L INK MODEL

We consider the Code-Division Multiple Access (CDMA)
forward-link with short signatures having duration equal to the
symbol duration. Each user can be assigned multiple signatures
which carry independent symbol streams. With appropriate
cyclic extensions on signatures and zero-padding on receiver
filters, theK×1 received vector of chip matched-filter outputs
on antennai for a particular useru is given by

ru,i =

Mt∑

j=1

H
u
i,jSjAjbj + w

u
i (1)

where Mt is the number of transmit antennas,Sj =(
s
j
1 s

j
2 · · · s

j
K

)
is the matrix of signatures from transmit

antennaj, Aj = diag(aj,1, · · · , aj,K) is the corresponding

1Since the sum rate with single-user decoding and linear receivers equals the
corresponding sum mutual information with multi-user cooperative decoding,
this achieves the forward-link sum capacity [11].



K ×K diagonal matrix of amplitude gains across signatures,
and bj = (bj,1, · · · , bj,K)

T is the corresponding vector of
symbols, where|bj,k|2 = 1. The K × K circulant channel
matrix H

u
i,j between transmit antennaj and receive antennai

has as its first row[hu
i,j(L) · · ·hu

i,j(0) · · · 0], which is the (time-
reversed) channel impulse response between transmit antenna
j and receive antennasi for useru. Finally, wu

i is theK × 1
Gaussian noise vector on receive antennai for useru, which
has covariance matrixσ2

i IK×K .
Letting ru =

(
r
T
1 · · · rT

Mr

)T
denote the stacked vector of

signal vectors acrossMr receiver antennas at mobile station
u, we have

ru = HuSAb + wu (2)

= HuSTAb + wu (3)

whereS = diag (S1 · · ·SMt
) (KMr × KMr block-diagonal

matrix), A = diag (A1 · · ·AMt
), b =

(
b

T
1 · · ·bT

Mt

)T
is the

vector containing theMtK symbols transmitted over theMt

transmit antennas, andwu =
(
w

T
1 · · ·wT

Mr

)T
is the noise

vector across all receive antennas.
The compositeKMr × KMt channel matrix is

Hu =




H
u
1,1 · · · H

u
1,Mt

...
. . .

...
H

u
Mr,1 · · · H

u
Mr,Mt


 , (4)

whereH
u
i,j denotes the channel matrix from transmit antenna

j to theith receive antenna of useru. We have writtenS = ST

whereS = diag (S · · ·S), S denotes a non-singularK × K
matrix, andT is anMtK × MtK matrix. This form will be
convenient in what follows.

With multiple transmit and receive antennas it is possible
to transmit reliably different symbols from different transmit
antennas on the same signature. Letb̄k = (b1,k · · · bMt,k)T

and Āk = diag(a1,k · · · aMt,k) represent, respectively, the
vector of symbols transmitted on signaturek across the
Mt transmit antennas, and the gain matrix for these sym-
bols. We define the stacked vector of symbols across all
signatures as̄b =

(
b̄

T
1 · · · b̄T

K

)T
and the corresponding

amplitude matrix Ā = diag
(
Ā1 · · · ĀK

)
. Let EK =(

e1e1+K · · · e1+(Mt−1)K · · · eKe2K · · · eMtK

)
and EMt

=(
e1e1+Mt

· · · e1+(K−1)Mt
· · · eMt

e2Mt
· · · eMtK

)
denote two

MtK ×MtK permutation matrices, whereej is a unit vector
of lengthMtK with the jth element equal to one and others
equal to zero. Note thatET

K = EMt
. Furthermore,EK and

EMt
are unitary matrices, and shuffle either the rows (when

postmultiplied) or columns (when premultiplied) of a matrix.
Hence,

Ab = E
T
Mt

Āb̄ (5)

and (3) can be rewritten as

ru = HuSTE
T
Mt

Āb̄ + wu (6)

In what follows, we will denoteMin = min(Mr,Mt) and
Max = max(Mr,Mt).

III. JOINT POWER AND SIGNATURE OPTIMIZATION

Let b̃ =
(
b̃

T
u1,1 · · · b̃T

uK ,K

)T

denote the vector of soft
receiver outputs over all users, whereuk denotes the user
to whom signaturek is assigned. The soft receiver output
corresponding to signaturek is

b̃uk,k = G
†
uk,kruk

= G
†
uk,kHuk

STE
T
Mt

Āb̄ + G
†
uk,kwuk

(7)

whereGuk,k denotes the receiver filter at mobile stationuk

for symbols transmitted on signaturek from all Mt transmitter
antennas. We therefore have

b̃ =




G
†
u1,1Hu1

...
G

†
uK ,KHuK


STE

T
Mt

Āb̄ +




G
†
u1,1wu1

...
G

†
uK ,KwuK




= Fx + v (8)

where

F =




G
†
u1,1Hu1

STE
T
Mt

...
G

†
uK ,KHuK

STE
T
Mt


 (9)

x = Āb̄ (10)

v =




G
†
u1,1wu1

...
G

†
uK ,KwuK


 (11)

The sum mutual information over all users is

I(x; b̃) = log2

∣∣(R−1

xx
+ F

†
R

−1

vv
F
)
Rxx

∣∣ (12)

whereRxx andRvv are the covariance matrices forx andv,
respectively, i.e.,

Rxx = Ā
2 (13)

Rvv = diag
(
σ2

u1
G

†
u1,1Gu1,1 · · ·σ2

uK
G

†
uK ,KGuK ,K

)
(14)

We wish to maximize the mutual informationI(x; b̃), given
by (12), overS, T, Guk,k, k = 1, · · · ,K, and Ā. This can
be achieved through the following procedure [13]–[15]:

1) Choose the signature matrixS, receiver filtersGuk,k,
k = 1, · · · ,K, and pre-coding filterT to diagonalize
F

†
R

−1

vv
F; and

2) Optimize the power allocation over signatures and trans-
mit antennas.

SinceH
u
i,j , is circulant, it can be diagonalized by the DFT

matrix Φ as
H

u
i,j = ΦΛ

u
i,jΦ

† (15)

where Λ
u
i,j = diag(λu

i,j,1 · · ·λu
i,j,K) and λu

i,j,k =

1/
√

K
∑L

l=0 hu
i,j(L − l)e−j2π lk

K . Let Γu,k be theMr × Mt

matrix consisting ofλu
i,j,k, 1 ≤ i ≤ Mr, 1 ≤ j ≤ Mt, i.e.,

Γu,k =




λu
1,1,k · · · λu

1,Mt,k

...
. . .

...
λu

Mr,1,k · · · λu
Mr,Mt,k


 (16)



which has singular value decomposition

Γu,k = Θu,k∆u,kΨ
†
u,k (17)

whereΘu,k and Ψu,k are Mr × Mr and Mt × Mt unitary
matrices, respectively; and∆u,k is an Mr × Mt diagonal
matrix with diagonal elementsδu,k,i ≥ 0, where1 ≤ i ≤ Min.

Therefore,
(
R

−1

xx
+ F

†
R

−1

vv
F
)
Rxx can be diagonalized by

choosing the signatures, pre-coding filter, and receiver filter as

S = Φ (18)

T = EK




Ψu1,1

. . .
ΨuK ,K


E

T
K (19)

and

Gu,k =




φk 0 0 · · · 0

0 φk 0 · · · 0

...
...

...
. . .

...
0 0 0 · · · φk


Θu,k

(
IMin×Min

0(Mr−Min)×Min

)

(20)
where0 is K × 1 zero vector.

The problem of signature and power allocation can be
formulated as

max
uk,Pk

I(x; b̃) =
K∑

k=1

I(uk, Pk) (21)

subject to
K∑

k=1

Pk ≤ P (22)

Pk ≥ 0, 1 ≤ k ≤ K (23)

where I(uk, Pk) denotes the mutual information associated
with signature, or discrete frequencyk, assigned to useruk

with powerPk. With multiple transmit and receive antennas,
for each signaturek assigned to useruk there is a set ofMin

parallel spatial sub-channels with channel gainsδuk,i, 1 ≤ i ≤
Min.2 Hence,

I(uk, Pk) =

Min∑

i=1

log2

(
1 +

δ2
uk,iPuk,i

σ2
u

)
(24)

where
Min∑

i=1

Puk,i ≤ Pk. (25)

Given Pk, I(uk, Pk) is maximized by water-pouring over the
spatial sub-channels, i.e.,

Puk,i =

(
z − σ2

u

δ2
uk,i

)+

, 1 ≤ i ≤ Min (26)

where (x)+ denotes the maximum ofx and 0, and z is the
water level, which satisfies (25). To maximize the mutual

2In what follows, the subscript(uk, i) is used if signaturek is assumed to
be assigned to a particular useruk. Otherwise, if the assignment of signaturek

has not been determined, or if the assignment is not unique, then the subscript
(u, k, i) is used.

information I(x; b̃), the signaturek should be assigned to
the “best” user, i.e., the user with the largest rateI(uk, Pk).
If there is only one (spatial) channel gain associated with
signaturek, then the best user is simply the one with the largest
channel gain [9], [10]. With multiple spatial sub-channelsper
signature the assignment is complicated by the fact that the
user with the best rate (determined by water pouring over each
user’s set of spatial channels) can change, depending on the
amount of power allocated to signaturek. This appears to
require an exhaustive search over allUK user assignments.

In order to avoid this exhaustive search, a convex relaxation
technique can be applied by assuming that each signature can
be time shared among multiple users [16]. Letwu,k denote
the fraction of time useru transmits on thekth signature, and
let Pu,k denote the power assigned to useru on signaturek.
Then (21) can be recast as

max
wu,k,Pu,k

K∑

k=1

U∑

u=1

wu,kI(u,
Pu,k

wu,k

) (27)

s.t.

K∑

k=1

U∑

u=1

Pu,k ≤ P (28)

Pu,k ≥ 0, 1 ≤ u ≤ U, 1 ≤ k ≤ K (29)
U∑

u=1

wu,k ≤ 1, 1 ≤ k ≤ K (30)

It is easy to verify that the objective in (27) is convex. Hence
a local maximum is also the global maximum.

For a given set ofwu,k ’s, the optimal powersPu,k,i can be
obtained by a variant of water-pouring, i.e.,

Pu,k,i = wu,k

(
z − σ2

u

δ2
u,k,i

)+

(31)

where z is the water level that satisfies∑U
u=1

∑K
k=1

∑Min

i=1 Pu,k,i ≤ P. Similarly, for a given
set of powersPu,k,i, the optimalwu,k ’s satisfy

µ −
Min∑

i=1


ln

(
1 +

Pu,k,iδ
2
u,k,i

wu,kσ2
u

)
− 1

wu,kσ2
u

Pu,k,iδ
2
u,k,i

+ 1


 = 0

(32)
whereµ is chosen to satisfy

∑U
u=1 wu,k ≤ 1. Hence, (27-30)

can be solved by iterating (31) and (32) until the sum mutual
information converges.

The weightwu,k can be also interpreted as the fraction of
the bandwidth associated with signaturek, which is allocated
to useru. Given a fixed total bandwidth, asK increases, the
bandwidth associated with each signature decreases, so that
the increase in aggregate rate due to signature-sharing among
multiple users also decreases. In the limit asK → ∞, no
signature sharing occurs, and (21) and (27) become equivalent.
Therefore, for sufficiently largeK, assigning signaturek to the
user with the largestwu,k gives negligible performance loss.



IV. SUM CAPACITY AT HIGH SNRS

Although it appears to be difficult to calculate the optimal
power and signature allocations and the sum capacity in
general, it is possible to give analytical characterizations at
high SNRs. In what follows, we analyze the achievable sum
mutual information for a large number of users and antennas.
As for the single receive antenna forward-link models in [9],
[10], the sum mutual informationI(x; b̃) maximized over
signatures and receivers is the sum capacity. That is, although
I(x; b̃) corresponds to the situation in which the receivers
coordinate and jointly decode all transmitted symbols, the
optimized transmitted and received signatures are orthogonal.
Hence the output ofGuk,k contains no information about other
users’ symbols, and the sum rate with single-user decoding is
the same as that achieved with joint decoding.

We assume thatσ2
u = N0, i.e., the noise variance is the same

across all mobiles on all signatures and receive antennas, and
that the channel gains across signatures (discrete frequencies)
and pairs of transmit and receive antennas are independent
complex Gaussian random variablesCN(0, 1). Hence, the
components ofΓu,k in (16) are independentCN(0, 1) random
variables.

Combining (24)-(26) gives

I(uk, Pk) =

N∑

n=1

log2 δ2
uk,n+N log2


 Pk

N0N
+

∑N
n=1

1
δ2

uk,n

N




(33)
whereN denotes the number of spatial sub-channels in use,
i.e., no power is allocated to spatial sub-channeln > N , and
it is assumed without loss of generality thatδuk,n ≥ δuk,n+1

for 1 ≤ n ≤ Min − 1.
At high SNRs we havePk

N0
≫∑N

n=1
1

δ2
uk,n

, and asymptoti-

cally (33) becomes

I(uk, Pk) = Min log2


1 +

(∏Min

i=1 δ2
uk,i

) 1
Min

Min

Pk

N0


 , (34)

which is Min times the mutual information for sig-
nature k with transmit SNR = Pk

N0
and effec-

tive channel gain
(∏Min

i=1 δ2
u,k,i

) 1
Min

/Min. Let yk =

max1≤u≤U

(∏Min

i=1 δ2
u,k,i

) 1
Min

/Min. The maximum sum mu-
tual information, i.e., the solution to (21 - 23) at high SNR,
is

max I(x; b̃) = Min

K∑

k=1

log2

(
1 +

Pk

N0
yk

)
(35)

Pk =

(
z − N0

yk

)+

(36)

wherez is chosen to satisfy (22). Therefore, the transmit power
per signature is

P =
1

K

K∑

k=1

(z − N0

yk

)+ (37)

and the sum mutual information per signature per spatial sub-
channel is

R =
max I(x; b̃)

KMin

=
1

K

K∑

k=1

log2

[
max

(
yk

N0
z, 1

)]
(38)

As the number of signaturesK → ∞, the empirical
distribution of yk over signatures approaches its probability
density function (pdf)pY (y). Hence asK → ∞, P and R
converge in probability to

P =

∫ ∞

N0
z

(
z − N0

y

)
pY (y) dy (39)

and

R =

∫ ∞

N0
z

log2

(
y

N0
z

)
pY (y) dy. (40)

Let y′
u,k =

(∏Min

i=1 δ2
u,k,i

) 1
Min

/Min and ȳu,k = ln y′
u,k.

As Min → ∞, the distribution ofȳu,k converges to a normal
distributionN (µ, σ2) [17] with

µ = −C+

Max−Min∑

i=1

1

i
+

1

Min

Min−1∑

i=1

i

Max − i
− lnMin (41)

σ2 =
1

Min

(
π2

6
−

Max−1∑

i=1

1

i2

)
+

1

M2
in

Min−1∑

i=1

i

(Max − Min + i)2

(42)
whereC = 0.5772 is Euler’s constant. Hence,y′

u,k has a log-
normal distribution.

We now characterize the behavior of the sum mutual in-
formation per signature with a large number of users. From
extreme value theory [12, Sec. 2.3.3], as the number of users
U → ∞, the distribution ofyk = max1≤u≤U y′

u,k satisfies

lim
U→∞

Prob(y < µU + βUx) = e−e−x

(43)

whereµU andβU are determined as

µU = e
√

2 ln U− ln ln U+ln 4π

2
√

2 ln U
σ+µ

(44)

βU =
σ√

2 ln U
µU (45)

Let ρy and σy denote the mean and standard deviation of
yk, respectively. Then,

ρy = µU + CβU (46)

σy =
βUπ√

6
. (47)

Let

R̄ = log2

(
P

N0
ρy

)
(48)

Theorem 1:
lim

U→∞
(R − R̄) = 0. (49)

That is, the difference betweenR and R̄ can be made
arbitrarily small by increasing the number of users. For large
U it therefore suffices to study the behavior ofR̄.



R̄a = log2 e

{
ln

P

N0
− lnMin +

Max−Min∑

i=1

1

i
+

1

Min

Min−1∑

i=1

i

Max − i

+

√√√√2 ln U

[
1

Min

(
π2

6
−

Max−1∑

i=1

1

i2

)
+

1

M2
in

Min−1∑

i=1

i

(Max − Min + i)2

]
 (50)

Substituting (41-42) and (44-46) into (48), it follows that
limU,Max,Min→∞ R̄/R̄a = 1, where R̄a is defined in (50).
(This is independent of the way in which each of the variables
tends to infinity.) Also, the sum mutual information per signa-
ture R′ = MinR satsfieslimU,Max,Min→∞ R′/(MinR̄a) = 1.
Letting α = Max/Min, for large Min (41) and (42) can be
rewritten as [17]

µ = 2 ln
(√

α + 1
)

+ (α + 1) ln

( √
α√

α + 1

)

+(α − 1) ln

( √
α√

α − 1

)
(51)

σ2 =
1

M2
in

ln

(
α

α − 1

)
(52)

and (50) can be rewritten as (53) on the next page.
We note that when there are multiple transmit and re-

ceive antennas,R′ increases asO(lnU), compared with the
O(ln lnU) increase when there is only one receive antenna
[9], [10]. WhenMt = Mr = M , (henceMax = Min = M ),
(53) becomes

MinR̄a = M

[
ln

P

N0
− lnM

]
+

M−1∑

i=1

i

M − i
+

√√√√2 ln U

[
M

(
π2

6
−

M−1∑

i=1

1

i2

)
+

M−1∑

i=1

1

i

]
(54)

Furthermore, withα = 1 we haveµ = 0,

σ2 =
lnM + C + 1

M2
, (55)

and (53) becomes

MR̄a = M ln
P

N0
+
√

2 ln U lnM (56)

Figure 1 shows the sum mutual information per signatureR′

versus SNR withU = 30 users. Different curves are shown
for different numbers of transmit and receive antennas. The
asymptotic curves are computed from (50), and the numer-
ical results are obtained by solving the convex optimization
problem (27-30), which is used to determine the assignment
of signatures to users, and using (33) to compute the rate for
each signature. The asymptotic and numerical results converge
as the SNR increases. The figure shows that forM = 4 and
M = 8 the asymptotic results accurately approximate the
numerical results forSNR ≥ 10 dB.

Figure 2 shows the sum mutual information per signatureR′

versus the number of transmit antennasMt with U = 10 and
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Fig. 1. Sum mutual information per signature versus SNR with 30users.

Mr = 4. Different curves are shown for different SNRs. The
asymptotic results accurately predict the numerical results.
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Fig. 2. Sum mutual information per signature versus the number of transmit
antennas with 10 users andMr = 4.

V. CONCLUSIONS

Signatures and powers have been jointly optimized for a
frequency-selective, forward-link CDMA model with multiple
transmit and receive antennas, and linear receivers. The opti-
mal signatures lead to multi-carrier signaling on each transmit
antenna. The assignment of carriers to users is complicated



MinR̄a = log2 e

{
Min ln

P

N0
+
√

2 ln U lnMin+

Min

[
2 ln

(√
α + 1

)
+ (α + 1) ln

( √
α√

α + 1

)
+ (α − 1) ln

( √
α√

α − 1

)]}
(53)

by the property that the distribution of powers over the spatial
modes, and the corresponding rate, depend on the power
assigned to each signature, which in turn depends on the
carrier assignment. The optimal solution can be efficiently
approximated by allowing time-sharing of signatures.

To gain further insight into the dependence of the sum
capacity on system parameters, we have analyzed the sum
capacity at high SNRs, and for a large number of users and
antennas. The assumption that the channel gains arei.i.d.
across signatures (discrete frequencies) and pairs of antennas
enables a characterization of the asymptotic growth rate of
the sum capacity with users and antennas. Namely, the sum
capacity grows asMin log (P/N0) +

√
2 log U log Min.

Comparisons of the asymptotic results for high SNRs with
numerical optimization of signatures and powers show that
the asymptotic results are accurate at moderate SNRs with a
moderate number of antennas.
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