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Abstract—Incremental redundancy, or Hybrid type-II ARQ
(HARQ), algorithms use a combination of forward error cor-
rection and retransmissions to guarantee reliable packet data
communications. In this work, we propose a HARQ algorithm
that exploits received packet reliability to improve system perfor-
mance. Specifically, the receiver uses the average magnitude of the
log-likelihood ratios of the information bits as the packet reliability
metric, which is then used to determine the sizes of subsequent
retransmissions. The proposed retransmission strategy attempts
to maximize user throughput while satisfying a maximum packet
delay constraint. The performance of our reliability-based HARQ
algorithm is evaluated in static and time-varying channels through
simulations. Furthermore, analytical results on the relationship
between the reliability metric, the code rate and the block error
rate are presented.

Index Terms—Convolutional codes, Hybrid type-II ARQ
(HARQ), incremential redundancy, mobile radio cellular systems.

I. INTRODUCTION

HYBRID ARQ (HARQ) algorithms have now become an
integral part of packet communication systems. The en-

hanced data rates for GSM evolution (EDGE) cellular radio
standard, for instance, defines error correction code puncturing
patterns and retransmission policies that allow the combining
of received information from multiple transmissions to improve
the likelihood of successful decoding [2]. When information
from multiple retransmissions is combined, the system is said
to be using a hybrid type-II ARQ or incremental redundancy
[3]. The EDGE system also features link adaptation algorithms
that select the initial modulation and coding scheme (MCS) as a
function of channel quality. In general, if the link adaptation is
well matched to the channel, little additional information should
be required to successfully decode packets that fail after the
first transmission. Yet, in EDGE, all retransmissions are of the
same length as the first transmission, leading to inefficient use of
channel resources. In light of this observation, third generation
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cellular systems, such as High Speed Downlink Packet Access,
now permit variable length retransmissions of corrupted packets
[1], [4], [5], [10].

In this work, a methodology for designing efficient type-II
HARQ schemes for convolutional codes is presented. We con-
sider a single-user link and use throughput and packet delay as
performance measures. We do not account for the presence of a
multiuser scheduler, but rather, attempt to optimize performance
for a given user.

Reducing the size of retransmissions can increase throughput,
but at the expense of increasing the number of retransmission at-
tempts, leading to higher packet delays. Our objective, then, is
to design a HARQ algorithm that maximizes throughput sub-
ject to a maximum packet delay constraint. The design problem
involves specifying the size and content of successive retrans-
missions. In this work, we focus on the retransmission size as
the design parameter.

The approach taken in this paper is to design a HARQ algo-
rithm based on the received packet reliability. The reliability of
the received codeword is defined as the average magnitude of
the a posteriori log-likelihood ratios (LLRs) of the information
bits. This metric can be computed at the receiver based on the
outputs of the classical MAP decoder or other soft output de-
coders. For the proposed reliability-based HARQ (RBHARQ)
algorithm, the reliability information at the receiver is accu-
mulated from the preceding retransmissions and used to de-
termine the optimum size of each subsequent retransmission,
which is then relayed to the transmitter. For the size determina-
tion, the receiver is assumed to have perfect knowledge of the
causal channel state information, but has no knowledge of fu-
ture channel realizations. For the proposed algorithm, no knowl-
edge of channel state information at the transmitter is necessary.
The proposed approach is fundamentally different from stan-
dard link adaptation algorithms based on the channel state in-
formation, such as the received signal-to-noise ratio (SNR), in
two key respects: 1) retransmission sizes are determined based
on the state of the channel decoder, as captured by the pro-
posed packet reliability metric and 2) retransmission sizes are
determined adaptively in real-time, based on the real-time reli-
ability output from the channel decoder. This is in contrast to
SNR-based algorithms that make decisions on retransmission
sizes based on the channel state information prior to the decoder.
Furthermore, typically these decisions are based on longer-term
SNR measurements, precluding real-time link adaptation.

The size determination in the proposed algorithm is based on
two mappings: codeword reliability to block error rate (BLER)
mapping and coding rate to codeword reliability mapping. In
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this paper, empirical and, when possible, analytical approaches
to arriving at the two mappings are examined. The reliability
to code rate mapping is shown to be well approximated by a
function which is linear in SNR and related to an average of
a minimum of certain hypergeometric random variables. The
distribution parameters depend on the weight spectrum of the
convolutional code. The analytical approach for arriving at the
reliability to BLER mapping is based on the fundamental re-
lationship between the a posteriori probability of decoding bit
error and the a posteriori LLR [17]. The problem is challenging
since the sequence of a posteriori LLRs at the output of convo-
lutional decoder is correlated. We proceed by deriving upper and
lower bound approximations to the BLER as a function of reli-
ability. To derive the bounds, we model the a posteriori LLRs
as Gaussian-distributed random variables.

The throughput and delay performance of the proposed RB-
HARQ algorithm is evaluated via numerical simulations against
that of the HARQ algorithm standardized for the EDGE cellular
system. The simulations are performed in additive white Guas-
sian noise (AWGN) and a number of fading channel environ-
ments. Numerical results indicate substantial throughput gains
in an AWGN channel, and reduced, but still significant gains,
in certain fading channel conditions. In all simulated cases, no
degradation in throughput due to the RBHARQ retransmission
strategy is observed relative to the EDGE IR algorithm. Further-
more, in all simulated cases, the delays encountered with the
RBHARQ and EDGE IR algorithms are essentially equal.

Although our results are specific to convolutional codes, they
form a foundation for designing reliability-based link quality
control strategies for a broad class of iterative decoding codes
with convolutional codes as constituent codes. Extensions to it-
erative decoding are left for future study.

Independently of this work, RBHARQ schemes based on the
received codeword reliability have been also proposed in [8],
[9] for turbo and convolutional codes, respectively. In [8], [9],
the focus is on finding individual bits in the packet with low
reliabilities for retransmissions, whereas this work concentrates
on determining the optimum sizes of the retransmissions. Once
the size is determined, the retransmitted bits are determined at
random. Other adaptive HARQ schemes based on the channel
state information at the receiver and soft information at the
output of the decoder have been considered in [6], [7]. Our
work differs in that the HARQ design methodology proposed
here allows for explicit throughput optimization subject to
a maximum packet delay constraint. Adaptation of the size,
as well as of the modulation format, of the retransmissions
was recently proposed in [10]. The adaptation is based on the
accumulated mutual information at the receiver. A dynamic
programming approach to retransmission size optimization
has been proposed in [12]. The approach enables a qualitative
characterization of the optimum retransmission policies, as
well as an efficient method for computing the policies. The
problem of finding optimum retransmission sizes with respect
to the average code rate of a type-II hybrid ARQ system is
considered in [13]. An information-theoretic view of HARQ
algorithms is taken in [14]. The algorithms are analyzed in the
setting of the Gaussian collision channel, whereas in this paper
a single-user channel is considered.

The rest of this paper is organized as follows. System model
and performance metrics are presented in Section II. The notion
of codeword reliability is introduced in Section III. The pro-
posed RBHARQ algorithm and its performance are discussed
in Section IV. Analytical results concerning the reliability map-
ping and numerical examples are given in Section V. Conclu-
sions are drawn in Section VI.

II. SYSTEM MODEL FOR INCREMENTAL REDUNDANCY

Consider a packet data system where each packet consists
of coded bits obtained by encoding information bits with
a convolutional code of rate . Specifically, let information
bits through be encoded into a codeword with bits
through , , where . The coded bits are
punctured to obtain a desired code rate, possibly interleaved, and
mapped to transmission symbols through . Let denote
a set of indexes corresponding to transmitted bits and denote
its complement. For simplicity, and with little loss of generality,
we consider antipodal signaling in this paper, so that
and .

The received sample corresponding to the th coded bit is
given by if and if , where

denotes the signal amplitude and is a sample of AWGN of
variance . The signal amplitude is a function of the channel
coefficients, as well as the type of signal processing performed
at the receiver for mitigating the effects of channel dispersion.
With little loss in generality, a simple matched filter receiver is
assumed throughout this paper. In this case, , where

denotes a realization of channel taps through at
the time instant corresponding to the th coded bit. In general,
taps through are samples of an ergodic channel fading
process. The receiver is assumed to have perfect knowledge of
the current and past channel realizations. The SNR of the re-
ceived signal is given by , where the
expectation is taken over the realizations of the channel taps.
Note that our model disregards the impairments due to the in-
tersymbol interference (ISI) observed at the receiver. Hence, this
SNR expression is an upper bound on the signal-to-noise ratio
attainable with practical ISI mitigating techniques. In this paper,
a MAP decoder at the receiver is assumed. With antipodal sig-
naling, the soft input to the decoder corresponding to the coded
bit and denoted as is obtained by scaling the the received
sample with the channel gain . That is

(1)

Vector containing soft inputs through then denotes the
soft input for the entire codeword.

Consider a hybrid ARQ system with incremental redundancy.
The system operates by transmitting a subset of the coded bits,
attempting to decode the codeword, and requesting a retransmis-
sion if the decoding fails. In general, the subset of transmitted
bits varies from retransmission to retransmission. The subsets
can be optimized for specific convolutional codes using tech-
niques such as those described in [11]. As stated in the introduc-
tion, the problem of designing puncturing patterns (or content of
the retransmissions) is not considered in this paper. Instead, re-
transmissions are constructed with randomly selected bits, and
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the performance of the RBHARQ algorithm is averaged over
the selections.

In a system with incremental redundancy, the decoding is per-
formed jointly by combining soft inputs from previous retrans-
missions with the soft inputs derived from the current retrans-
mission. It is assumed that a maximum of transmissions1 of a
packet can be jointly decoded. In the rest of the paper, a collec-
tion of transmissions decoded jointly will be referred to as an
attempt to transmit a packet. If an attempt to transmit a packet
fails, the accumulated soft inputs for that packet are discarded
and the IR process is restarted on the next transmission. The at-
tempts to transmit a packet are made until successful decoding
of the packet.

Let denote the transmission index, let denote the set
of transmitted bits in the th transmission, let denote the
size of the th transmission, and let denote the corresponding
soft input vector obtained as in (1). For joint decoding, the soft
input vectors are combined across transmissions to obtain

, where is the cumulative soft input vector for the
th transmission. Note that this addition corresponds to the max-

imal-ratio combining operation. The code rate attained by
combining the transmissions is given by

We define , the cumulative set of transmitted bits for the th
transmission, as the union of all transmitted bits in previous and
current transmissions. That is, . In this paper, it
is assumed that the bits for the transmissions are chosen uni-
formly from the subset of coded bits that have not been previ-
ously transmitted. That is, if ,
and . Hence, transmissions are constructed according
to the code combining retransmission strategy [3], whereby ad-
ditional, previously not used, parity bits from the codeword are
transmitted to accumulate redundancy at the receiver. Once the
subset of bits not previously transmitted is exhausted, or equiv-
alently all the bits from the codeword have been transmitted
( ), the bits are chosen uniformly across the entire
codeword. In that case, soft inputs are combined with the previ-
ously received copies of soft inputs in the corresponding bit po-
sitions, which is a diversity combining retransmission strategy
[3].

A. Throughput and Delay Performance Measures

The user throughput is defined as the average number of
information bits per second transmitted successfully while the
channel is allocated to that user. The user throughput in bits
per second is given by

(2)

1To simplify the terminology, in the rest of this paper, the term transmission
encompasses the initial transmission of a packet as well as the subsequent re-
transmissions.

where is the average cumulative time duration of the
packet transmissions until successful decoding, is the symbol
period, and is the probability of decoding failure in transmis-
sions 1 through . That is,

Decoding failure in the th transmission

Decoding failure in the th transmission

where denotes the block error rate achieved after the
th transmission.2

The average packet delay, , is the expected time that elapses
from the moment the packet is first transmitted over the channel
to the moment the packet is successfully decoded. It is given by

(3)

where is defined above, is the average cumula-
tive time between transmissions of a packet until successful de-
coding, and is the time interval between transmissions. For
simplicity, the delay expression is derived assuming that the in-
terval between attempts to transmit a packet is equal to the time
interval between transmissions.

III. CODEWORD RELIABILITY AND ITS RELATIONSHIP TO CODE

RATE AND BLER

In this section, we provide a formal definition of the codeword
reliability and characterize, via numerical simulations, the relia-
bility to BLER and code rate to reliability mappings. Design of
the RBHARQ algorithm and analytical results which approx-
imate these mappings are presented in the following two sec-
tions.

We define the reliability of a codeword, , as the expected
value of the magnitude of the a posteriori LLRs of the informa-
tion bits, averaged over realizations of noise, sets of transmitted
bits and channel taps at a fixed SNR. Following the th transmis-
sion, the a posteriori LLR of the th information bit is defined
as

Note that the a posteriori LLR values for all information bits
are available at the output of the MAP decoder. Following the
th transmission, codeword reliability is then given by

(4)

where the expectation is taken over noise realizations, the cumu-
lative set of transmitted bits for the th transmission and channel

2Since incremental redundancy increases the reliability of the received code-
word as the transmissions are combined at the receiver, we assume that a de-
coding success implies decoding success in all subsequent transmissions, if at-
tempted by the transmitter. Taking the complement of this relationship gives
equality (a).
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taps.3 In AWGN and static channel environments, the expecta-
tion with respect to channel taps is unnecessary. For a given se-
quence of information bit LLRs following the th transmission,
an estimate of the codeword reliability can be obtained at the
receiver by computing an empirical average4

This computation can be performed at the receiver in static as
well as fading channels.

Consider now a numerical experiment to investigate the reli-
ability to BLER and code rate to reliability mappings. The ex-
periment is performed for the convolutional code standardized
for use in the EDGE cellular standard, with generator polyno-
mial [145 171 133], rate , constraint length ,
and minimum distance . A packet of length
information bits is encoded, which is one of the packet lengths
specified in the EDGE standard. A sequence of transmissions
of fixed size, for all , is sent over an AWGN channel
( for all ) at a specified SNR. The sets of transmitted
bits are randomly constructed as described in Section II. As
the transmissions are received, they are combined, the packet
is decoded, and the estimated packet reliability is recorded.
A total of 40 transmissions per packet are simulated. For each
packet, the reliability at which the packet is successfully de-
coded is also recorded. This experiment is repeated for several
packet and noise realizations. The code rate to reliability map-
ping is obtained by computing average codeword reliability with
respect to packet and noise realizations as a function of the code
rate. The reliability to BLER mapping is obtained as the per-
centage of unsuccessfully decoded packets as a function of the
packet reliability.

The code rate to reliability and reliability to BLER mappings
are displayed in Figs. 1 and 2, respectively, for 3, 0,
and 3 dB. The mappings were obtained by simulating 10 000
packet and noise realizations. For ease of exposition, the code
rate to reliability mapping is displayed as a function of , or
the total number of bits contained in transmissions 1 through
normalized by the packet length. From Fig. 1, it is apparent that
in the region , where the transmissions consist of bits
not previously transmitted, the reliability grows faster than in
the region , where the bits are repeated. This behavior
is due to the superiority of code combining HARQ relative to
diversity combining [3].

The numerical experiment just described was also performed
for various fading channel models. For time-varying channels,
the results were averaged over channel realizations, in addition
to packet and noise realizations. The qualitative features of the
reliability mappings displayed in an AWGN channel remain in
fading channel conditions. Numerically, the rate to reliability

3It is assumed that the absolute values of the information bit LLRs, jL (i)j,
are identically distibuted random variables, so that the expectation in (4) is not
a function of the bit position i.

4Other reliability metrics are possible. An alternative reliability metric, sug-
gested to the authors by P. Hoeher, is the LLR of the average of the information
bit a posteriori probabilities computed over the packet.

Fig. 1. Code rate to reliability mappings in AWGN and Rayleigh block fading
channel models.

Fig. 2. Reliability to BLER mappings in AWGN and Rayleigh block fading
channel models.

mapping exhibits a slower growth rate in fading channel condi-
tions, whereas the reliability to BLER mapping exhibits a slower
decay of the block error rate. As an example, consider the code
rate to reliability and reliability to BLER mappings generated
for the Rayleigh block fading channel model also displayed in
Figs. 1 and 2, respectively. The channel gain is modeled as
a Rayleigh distributed random variable, constant over a single
transmission and independent across transmissions.

We denote by the reliability to BLER
mapping and by the code rate to reliability map-
ping. Based on the numerical results, both mappings are
one-to-one, so that the inverse mappings
and are well defined. Note that all mappings
are functions of SNR, but this dependence, unless explicitly
needed, is suppressed for notational simplicity.
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Fig. 3. Example of the the reliability to BLER mapping F (�).

IV. RELIABILITY BASED HARQ SCHEMES

In this section, we demonstrate how the reliability mappings
and can be used to optimize the size of transmissions.

Since the purpose of this work is not to design a link adaptation
scheme, it is assumed that the size of the first packet transmis-
sion is determined by the MCS selection algorithm. Hence, we
seek an RBHARQ algorithm, which adaptively optimizes sizes

through .
To begin, consider Fig. 3, which displays an example of the

reliability to BLER mapping . Suppose that after the first
transmission, the packet is received with reliability , corre-
sponding to a probability of decoding failure .
Transmitting additional coded bits and combining them with the
initial transmission will raise the reliability to , corresponding
to a probability of decoding failure . Additional trans-
missions will continue to increase the reliability and move the
probability of failure down the curve, as shown in Fig. 3. Thus,
transmitting a block of coded bits of a certain size corresponds
to sampling a point on the curve , which represents a certain
level of reliability and BLER. The goal of the reliability-based
approach is to determine reliability levels for the transmissions,
which minimize the use of channel resources.

To this end, we specify an RBHARQ scheme in terms of a
vector of target reliabilities to be achieved in successive trans-
missions, . Note that the target for the first trans-
mission is not set, since it is determined by the MCS selection
algorithm. Suppose a packet is in error after the th transmis-
sion and has achieved an estimated reliability level of . The
size of the next transmission is chosen to raise the packet’s reli-
ability to . Specifically, based on the inverse of the rate to
reliability mapping , the size is computed as

(5)

The quantity can be regarded as an estimate of the vir-
tual code rate achieved with the first transmissions. In a prac-
tical system, would be further quantized to the nearest

size from the set of permissible transmission sizes.5 The index
of the quantized size would then be signaled back to the trans-
mitter. Note that the size computation in (5) adapts to the instan-
taneous channel conditions since it is performed in real time and
it explicitly relies on the estimated reliability level . The size
computation can also be performed nonadaptively with the re-
cursion

(6)

In this case, given a vector of target reliabilities, the transmis-
sion sizes can be pre-computed and stored in the transmitter. As
one would expect, the performance of the adaptive size compu-
tation is superior to the nonadaptive method in fading channel
conditions. In static channel conditions, both size computation
methods are equivalent. All RBHARQ performance results re-
ported in this paper were generated with adaptive size compu-
tation.

The target reliabilities for the transmissions can be chosen
to maximize user throughput. The throughput optimization
problem can be formulated as

(7)

where the throughput expression is obtained by rewriting (2) in
terms of the reliability to BLER mapping and omitting unnec-
essary constants. For each candidate vector of target reliabili-
ties, the sizes through can be recursively computed from
(6). Unfortunately, the optimization problem appears to have no
closed form solution. For the numerical results reported in this
paper, the throughput optimization was performed by quantizing
the space of candidate vectors and using an exhaustive search to
find the global maximum. To perform the search, only candidate
vectors satisfying need to be consid-
ered. Note that a maximum packet delay constraint per attempt
can be enforced by specifying the maximum number of trans-
missions per attempt and the maximum allowable transmission
size. An alternative approach to the exhaustive search proce-
dure, based on a dynamic programming formulation, is consid-
ered in [12].

Although not considered here, the problem formulation in
(7) can be easily generalized to include the size of the initial
transmission, , as well as its modulation format, as addi-
tional optimization parameters. This generalized formulation
provides a complete reliability-based solution to the link adap-
tation problem by optimally selecting the initial MCS, as well
as the parameters of the HARQ scheme.

The computational complexity of the multitarget RBHARQ
scheme, specified by (7), motivates us to consider a simple RB-
HARQ scheme with a single target reliability . The target relia-
bility is chosen to achieve a desired probability of decoding error

5It is possible for the estimate of the codeword reliability �̂ to exceed the
target reliability for the next transmission �� on a sample-by-sample basis.
In this case, the computation in (5) results in a negative number. In a practical
system, this number would be mapped by the quantizer to the the smallest per-
missible transmission size.
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. For instance, the desired residual block error
rate, can be used to set the target reliability. The trans-
mission sizes are adaptively determined according to (5), with

. In the event that the target reliability
is achieved, but the packet has not been successfully decoded,
the transmitter continues to transmit minimum-length transmis-
sions until the packet is successfully decoded or the maximum
number of transmissions in an attempt is reached. The single
target scheme can be thought of as a “greedy” algorithm which
attempts to achieve the final reliability level in a single step. This
is in contrast to the multitarget scheme which reaches the final
reliability in a series of optimized steps.

Implementation of an RBHARQ scheme in a practical
communication system raises numerous design issues which
we can only begin to address in this paper. We comment that
both the multitarget and the single target RBHARQ schemes
require knowledge of the and reliability mappings
consistent with the prevalent channel environment observed
at the receiver. Once the appropriate and mappings
are identified, a desired RBHARQ scheme can be readily
implemented. As defined, the reliability mappings depend only
on the long-term statistics of the channel, such as long-term
SNR, power-delay-profile and Doppler frequency. In practice,
similar to the implementation of MCS selection tables for link
adaptation, the space of long-term channel parameters could be
quantized, and the reliability mappings could be pre-computed
with the quantized set of channel parameters and stored in the
receiver. The receiver would periodically estimate the quantized
channel parameters and look-up the corresponding and

mappings. In principle, it is possible to use different
and mappings in each transmission attempt. However,
in most channel conditions, updating the reliability mappings
on a slower time scale should be sufficient. The choice of
the channel parameters to be used for indexing the mappings,
as well as the specifics of updating the mappings, depend
on a particular system implementation. As a final remark on
implemenatation, note that the assumption, made in this paper,
of perfect knowledge of the causal channel state information
by the receiver does not imply that size adaptation based on the
transmission’s instantaneous channel conditions is possible, as
this would require knowledge of future channel realizations by
the receiver. Although an estimate of future channel realizations
can be obtained using channel prediction techniques, this is
outside the scope of the present paper.

A. Numerical Results

In this section, simulation results comparing the perfor-
mance of the proposed single target and multitarget RBHARQ
schemes with the retransmission strategy defined in the EDGE
standard are presented. For comparison, the following EDGE
parameters are used for all simulated schemes: ,

. The results are obtained with the EDGE con-
volutional code with parameters defined in Section III. For
the EDGE HARQ scheme, we have .
For the simulated RBHARQ schemes, the following set of
eight allowable sizes for the transmissions is used: and

. Note that only 3

Fig. 4. Performance comparison in AWGN channel.

bits of feedback are required to specify one of 8 possible sizes.
Since the number of transmissions per attempt and the max-
imum allowable size are the same for the RBHARQ and EDGE
HARQ schemes, the maximum packet delays for all schemes
are equal. For simplicity, no specific scheduling strategy is
adopted. Instead, all simulations are performed with the as-
sumption that the average time interval between transmissions
is . That is, the retransmission delay equals 2500
symbol intervals. Recall that it is assumed that the interattempt
delays equal the retransmission delays within an attempt. For
all schemes, the transmissions are constructed with randomly
selected bits, as described in Section II.

Fig. 4 compares the throughput performance of the RBHARQ
schemes with multiple target reliabilities and a single target reli-
ability to that of the EDGE ARQ scheme in an AWGN channel.
For this simulation, reliability targets of and
were used for the multitarget scheme, and for the
single target scheme. For the multitarget scheme, the targets
were obtained by numerically solving the optimization problem
in (7). The throughput and delay performance of all schemes
were obtained by evaluating (2) and (3), respectively. Observe
that the multitarget RBHARQ scheme provides up to 45% im-
provement in throughput at dB relative the EDGE
HARQ scheme. As expected, the multitarget scheme, with tar-
gets obtained from throughput optimization, significantly out-
performs its single target counterpart, which is based on the
“greedy” strategy. At high SNRs, when retransmissions are rare,
all schemes have the same performance since the sizes of the
initial transmissions for all schemes are equal. At low SNRs,
the packet reliability of the initial transmission is so low that
both RBHARQ schemes request retransmissions of the largest
size, which coincides with the retransmission size of the EDGE
scheme, thereby making all schemes equivalent. The average
packet delays for all schemes are essentially equal.

A histogram of the retransmission sizes and utilized
by the multitarget RBHARQ scheme in an AWGN channel at

dB is provided in Fig. 5. As evident in the figure,
tends to be slightly larger than . Furthermore, note that all
utilized sizes are less than the maximum retransmission size of
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Fig. 5. Example of sizes N and N picked by the multitarget RBHARQ
scheme in an AWGN channel, SNR = 3 dB.

Fig. 6. Performance comparison in block fading channels.

612 bits used by the EDGE HARQ scheme, which results in the
significant throughput gain displayed in Fig. 4.

Fig. 6 displays the performance of the proposed RBHARQ
schemes and the EDGE RBHARQ scheme in a block fading
channel environment. We consider first ( ) and fifth-order
( ) diversity channel models in order to demonstrate the
effects of SNR variations on the performance of the RBHARQ
schemes. For these channel models, each channel tap is an
independent circularly-symmetric complex Gaussian random
variable, constant across a single transmission and indepen-
dent across transmissions. For the fifth-order diversity channel
model, the variance of each tap is set to 1/5. From Fig. 6 it is evi-
dent that the RBHARQ scheme with multiple target reliabilities
does not offer much improvement over the performance of the
single target scheme in a channel with first-order diversity. This
indicates that the multitarget RBHARQ scheme is not robust

in conditions of mismatch between the instantaneous and the
long-term average SNR, such as the single-tap Rayeigh block
fading channel. Both RBHARQ schemes support a throughput
that is up to 12% higher than that of the EDGE HARQ scheme.
The channel with fifth-order diversity exhibits significantly
less SNR variation. In this case, the RBHARQ scheme with
multiple target reliabilities performs better than the single target
reliability scheme and supports a throughput that is up to 20%
greater than that achieved by the EDGE retransmission strategy.
In general, the multitarget RBHARQ scheme is more suitable
for channels with small SNR deviations from the average, such
as AWGN or high-diversity channels, as the reliability targets
used in the multitarget scheme are outputs of the optimization
procedure based on the average SNR. The user packet delay
of the RBHARQ schemes in each scenario considered is no
more than 5% higher than that achieved by the EDGE HARQ
scheme.

V. ANALYSIS OF THE RELIABILITY MAPPINGS

Developing precise analytical expressions for the reliability
mappings and appears to be an intractable problem.
Instead, we present an approximation to the mapping and
upper and lower bounds on the mapping. The accuracy of
the approximation and bounds is verified via simulations. The
approximation to is developed for an AWGN channel and
then extended to certain fading channel models. The bounds on

are valid for any channel model. The computational com-
plexity of the Monte Carlo simulations required for evaluating
the approximation to and bounds on is much less than
the computational complexity of the purely empirical approach
for evaluating the mappings, as described in Section III.

A. Rate to Reliability Mapping

Consider an AWGN channel and define for all as the
channel gain. Similarly to , also define as ,
where . The codeword reliability , following the th
transmission in an AWGN channel, is then given by

(8)

We now proceed to approximate this expression in the region
. A similar approximation can be developed for

, and for brevity we omit details. Recall that for ,
the transmissions are constructed from a set of bits not previ-
ously transmitted. Hence, the probability of observing a partic-
ular cumulative set of transmitted bits for the th transmission
is given by , where .

We begin by assuming, without loss of generality, that .
With this assumption, a received information ”0” is more likely
than a received information ”1,” so that the value of the LLR in
(8) is likely to be positive and the absolute value in (8) can be
dropped.
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In an AWGN channel, applying Bayes rule and after some
algebra, can be expressed as

where denotes inner-product between vectors and ,
and , where denotes a codeword being commu-
nicated to the receiver, and denotes the corresponding vector
of antipodal symbols. Approximation follows since in the
SNR range of interest the second summand in the numerator is
much less than unity. As a result of the preceding simplifica-
tions, the codeword reliability can be approximated as

(9)

To approximate the expectation in (9), we note that only de-
pends on a noise realization. We then proceed with the approx-
imation by taking the expectation inside the function and ap-
proximating by its mean.6 We have ,
where denotes component-by-component multiplication, and

if and 0 otherwise. Substituting the mean
into (9), we obtain

(10)

where denotes the Hamming weight of the codeword. Ap-
proximation in (10) follows since it is likely that only code-
words below a certain weight contribute to the minimum. The
choice of is a computational parameter. The accuracy of the
approximation improves with increasing .

Finally, we observe that under our statistical model for , the
inner-product is a hypergeometric random variable, ,

6Note that by Jensen’s inequality E � log e < � log e [ ] .

with parameters [15]. Note that these param-
eters can be expressed in terms of . We now proceed by ap-
proximating the expectation in (10) as an expectation of a min-
imum of a set of independent hypergeometric random variables.
Furthermore, corresponding to codewords of a certain weight

, precisely hypergeometric random variables need to be in-
cluded in the set, where is the total information weight of
all codewords of Hamming weight . Let denote all
Hamming weights contained in the code that are less than or
equal to . The final approximation then becomes

(11)
where denotes a sequence through . The final approx-
imation is a function only of the distance spectrum of the code
and of the code rate. It can be evaluated numerically via a Monte
Carlo simulation. A numerical example is given in Section V-C.

If no puncturing is performed, that is, if decoding is per-
formed at full rate, the approximation in (11) simplifies to

, where is the minimum dis-
tance of the code. A somewhat better approximation for

is obtained by taking into account the fact that
the number of the minimum weight sequences in the set

is given by . Then, the
approximation becomes .

The approximation in (11) can be readily extended to a
fast fading channel model. Under this model, the channel
amplitudes , , are independent, identically
distributed random variables. In this case, each hypergeometric
term in (11) is replaced with a random sum

The final approximation then becomes

(12)

where the expectation is computed with respect to both the
channel amplitudes and the hypergeometric random variables.
The accuracy of (12) is examined in Section V-C. Extension
of (11) to block fading channel models does not appear to be
tractable.

B. Reliability to BLER Mapping

Consider a sequence of a posteriori LLR values
through obtained at the output of the MAP decoder after
the th transmission. To obtain estimates of the information
bits, the receiver hard-slices the values and declares a block
decoding error if at least one of the bit estimates is erroneous.
We are interested in the to mapping. Deriving an
exact expression for the mapping is cumbersome, as the bit
estimates are correlated across the packet. Instead, expressions
relating to an upper and lower bound on are derived.
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Fig. 7. Partition of the transmitted sequence into successive groups, so that the
first I information bits in each group are independent of those in other groups.

To this end, conditioned on the transmitted bit sequence, we
model the a posteriori LLR values as Gaussian-distributed
random variables with mean and variance [16].

We proceed by noting the following key relationship from
[17]: . Then, the BLER can be
upper bounded by assuming independent error events across the
packet. Namely

(13)

By the Strong law of large numbers, for long block lengths, we
approximate

where the expectation is taken with respect to the distribution of
.

The upper bound (13) can then be approximated by
. Using the Gaussian

assumption for the conditional distribution of , after some
algebra, we can show that

To obtain a lower bound on , suppose we divide the
information block through into groups of equal length,
with each group containing bits. Consider the first bits in
each group, with . For large enough , it is reasonable
to assume that the LLR values corresponding to these bits are
independent of the LLR values corresponding to the first bits
in the neighboring groups. Fig. 7 illustrates the division of the
information block. Note that there are a total of groups.
Letting index denote the th bit in the th group, where

and , we have

Furthermore, for any group

Combining the preceding two inequalities, we obtain the fol-
lowing lower bound:

Applying the Strong Law of Large Numbers with ,
and after some algebra, the lower bound can be simplified to

Parameter is code-specific. It should be chosen large enough
so that the independence assumption between neighboring
groups of bits is satisfied. However, too large a value for
results in an underestimation of . Simulations have
shown that taking is appropriate, where is the code
constraint length.

To summarize, the BLER can be upper and lower bounded as
follows:

(14)

where

The upper and lower bounds relate to both the codeword
reliability and the variance of the LLR values . Simula-
tions have shown that the ratio falls within a fairly narrow
range of values. It is therefore convenient to express in
terms of only by averaging with respect to for fixed .
The accuracy of the resulting one-dimensional mappings is ex-
amined in the following section.

C. Numerical Examples

In this section, the approximations to in (11) and (12)
and the upper and lower bounds on given by (14) are com-
pared to the corresponding reliability mappings generated ac-
cording to the numerical procedure described in Section III.
Comparison of the approximation to the empirically obtained

for AWGN and Rayleigh fast fading channel models, for
3, 0, and 3 dB, is displayed in Fig. 8. The approxi-

mation was computed with . As evident from the figure,
its accuracy improves with increasing SNR and decreasing code
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Fig. 8. Comparison of simulated G(�) with the approximations in (11)
and (12).

Fig. 9. Comparison of simulated F (�) with the upper and lower bounds
in (14).

rate. This trend is to be expected since (11) is based on minimum
distance arguments and becomes asymptotically tight with in-
creasing SNR and decreasing code rate. The accuracy in the low
SNR and high code rate regions can be improved by increasing
the value of , thereby including more higher weight codewords
into the approximation.

The upper and lower bounds on the empirically measured
are displayed in Fig. 9 for AWGN and Rayleigh block

fading channel models at dB. The bounds were ob-
tained by evaluating the expressions in (14) with the empiri-
cally measured reliability and variance values and then, for a
fixed value of reliability, averaging over the variance. For both
channel models, the resulting upper bound is fairly loose in the
performance region of interest ( ). The
lower bound provides a reasonably accurate approximation to
BLER in that region.

VI. CONCLUSION

Based on the notion of codeword reliability, and its relation-
ship to code and block error rates, a hybrid ARQ algorithm
for communication systems employing convolutional coding
has been proposed. The algorithm adaptively computes the
sizes of the ARQ transmissions with the goal of optimizing
throughput. Several variants of the algorithm have been pre-
sented of varying complexity and resiliency against fading.
The proposed schemes have the potential of attaining large
throughput gains relative to the standard hybrid ARQ schemes
with little increase in delay or feedback channel utilization.
An approximation to the codeword reliability as a function of
the code rate and bounds on the BLER as a function of the
reliability were presented. The approximation and bounds are
tied to the spectral properties of the convolutional code and first
and second order moments of the soft outputs of the decoder.
The results are semi-analytic and provide a computationally
efficient way of approximating or bounding the respective
reliability mappings.
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