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Abstract— With the recent advances in Micro Electro-
Mechanical Systems (MEMS) technology and wireless
communications; the implementation of lowcost, low-
power, multifunctional sensor nodes that are small in
size and communicate untethered in short distances has
become feasible. The ever-increasing capabilities of these
tiny sensor nodes enable the realization of wireless sensor
networks (WSN) based on the collaborative effort of a
large number of nodes. However, in order to realize the
existing and envisioned applications and hence take the
advantages of the potential gains of WSN necessitate
effective communication protocols which can address the
unique challenges posed by the WSN paradigm. Since
the time these challenges had been been first pointed
out in the literature, there has been a great deal of
research effort focused on addressing them. Furthermore,
the promising results of the research efforts since then have
enabled the development and realization of practical sensor
network deployment scenarios. In this paper, a survey of
the applications, developed communication protocols, and
real deployment scenarios proposed thus far for WSN is
revisited. The objective of this survey revisit is to provide a
contemporary look at the current state-of-the-art in WSN
and discuss the still-open research issues in this field.

I. I NTRODUCTION

With the recent advances inMicro Electro-Mechanical
Systems(MEMS) technology, wireless communications,
and digital electronics; the construction of low-cost,
low-power, multifunctional sensor nodes that are small
in size and communicate untethered in short distances
has become feasible. The ever-increasing capabilities of
these tiny sensor nodes, which consist of sensing, data
processing, and communicating components, enable the
realization of wireless sensor networks (WSN) based on
the collaborative effort of a large number of nodes.

Wireless Sensor Networks have a wide range of appli-
cations such as environmental monitoring [187], biomed-
ical research [166], human imaging and tracking [53],
[54], and military applications [117]. In accordance with
our vision [3], WSN are slowly becoming an integral part
of our lives. Recently, considerable amount of research
efforts have enabled the actual implementation of sensor
networks tailored to the unique requirements of certain
sensing and monitoring applications.

In order to realize the existing and potential appli-
cations for WSNs, sophisticated and extremely efficient
communication protocols are required. WSNs are com-
posed of a large number of sensor nodes, which are
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densely deployed either inside a physical phenomenon
or very close to it. In order to enable reliable and effi-
cient observation and initiate right actions, physical phe-
nomenon features should be reliably detected/estimated
from the collective information provided by sensor nodes
[3]. Moreover, instead of sending the raw data to the
nodes responsible for the fusion, sensor nodes use their
processing abilities to locally carry out simple com-
putations and transmit only the required and partially
processed data. Hence, these properties of WSN impose
unique challenges for development of communication
protocols in such an architecture.

The intrinsic properties of individual sensor nodes,
pose additional challenges to the communication pro-
tocols in terms of energy consumption. As will be
explained in the following sections, WSN applications
and communication protocols are mainly tailored to
provide high energy efficiency. Sensor nodes carry lim-
ited, generally irreplaceable power sources. Therefore,
while traditional networks aim to achieve highQuality
of Service(QoS) levels, sensor network protocols focus
primarily on power conservation. Moreover, the deploy-
ment of the WSN is another constraint that is considered
in developing WSN protocols. The position of sensor
nodes need not be engineered or pre-determined. This
allows random deployment in inaccessible terrains or
disaster relief operations. On the other hand, the random
deployment constraints of WSN result in self-organizing
protocols to emerge in the WSN protocol stack. In addi-
tion to the placement of nodes, the density in the network
is also exploited in WSN protocols. Since generally, large
number of sensor nodes are densely deployed in WSN,
neighbor nodes may be very close to each other. Hence,
multihop communication in sensor networks is exploited
in communication between nodes since it leads to less
power consumption than the traditional single hop com-
munication. Furthermore, the dense deployment coupled
with the physical properties of the sensed phenomenon
introduce correlation in spatial and temporal domain. As
a result, the spatio-temporal correlation-based protocols
emerged for improved efficiency in networking wireless
sensors.

After the first and the most comprehensive survey
on WSN [3] which was published three years ago,
the research on the unique challenges of WSN has
accelerated significantly. The promising results of the
existing research that has been developed in the last
three years have enabled the development and production
of mature products, which have eventually created a
brand new market empowered by the WSN phenomenon.
Throughout these three years, the deployment of WSN
has become a reality. Consequently, research community

has gained significant experiences out of these WSN
deployment cases. Furthermore, many researchers are
currently engaged in developing schemes that address
the unique challenges of WSN. In this paper, we present
a survey of existing products, developed protocols, and
research on algorithms proposed thus far for WSN. Our
aim is to provide a contemporary look at the current state
of the art in WSN since its initial steps [3] and discuss
the still-open research issues in this field.

The remainder of the paper is organized as follows. In
Section II, we present existing applications and ongoing
research efforts on some sensor network applications
which show the usefulness of sensor networks. The
existing work on the WSN protocol stack is surveyed
in Sections VI, VII, VIII, and IX for transport, routing,
data link and physical layers, respectively. Moreover,
the open research issues are discussed for each of the
protocol layer. Furthermore, the synchronization and
localization problems in WSN are investigated in Section
XI and Section X, respectively, along with the existing
solutions and open research issues. The existing evalu-
ation approaches for WSN including physical testbeds
and software simulation environments are overviewed in
Section XIII. We conclude our paper in Section XIV.

II. W IRELESSSENSORNETWORK APPLICATIONS

The emergence of WSN paradigm has triggered exten-
sive research on many aspects of the sensor networking.
However, the applicability of sensor networks has long
been discussed with the emphasis on potential applica-
tions that can be realized using wireless sensor networks.
In this section, we present the existing commercial and
academic products using the sensor networking concept
and provide an extensive survey on the existing applica-
tions of WSN.

It has been stated that WSNs may consist of many
different types of sensors such as seismic, low sam-
pling rate magnetic, thermal, visual, infrared, acoustic
and radar, which are able to monitor a wide variety
of ambient conditions [3]. As a result, wide range of
applications are possible using the WSN paradigm. This
spectrum of applications includes homeland security,
monitoring of space assets for potential and man-made
threats in space, ground-based monitoring on both land
and water, defense intelligence gathering, environmental
monitoring, urban warfare, weather and climate analysis
and prediction, battlesphere monitoring and surveillance,
exploration of the solar system and beyond, monitoring
of seismic acceleration, strain, temperature, wind speed
and GPS data.

The heterogeneity in the available sensor technologies
and applications, hence, requires a common standard-
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ization to achieve the practicality of sensor networks
applications for industrial purposes. For this purpose,
IEEE 802.15.4 [81] standards body is formed for a
specification for low data rate wireless transceiver tech-
nology with long battery life and very low complexity.
Three different bands are chosen for communication, i.e.,
2.4GHz (global), 915Mhz (Americas) and 868Mhz (Eu-
rope). While the PHY layer uses BPSK in the 868/915
MHZ bands and O-QBPSK at 2.4 GHz band, the MAC
layer provides communication for star, mesh and cluster-
tree based topologies with controllers. The transmission
range of the nodes is assumed to be 10-100m with
data rates 20Kbps to 250Kbps [80]. Applications for
the IEEE 802.15.4 standard include sensor networks,
industrial sensing and control devices, building and home
automation products, and even networked toys.

Along with IEEE 802.15.4, ZigBee [223], an in-
ternational, non-profit industry consortium of leading
semiconductor manufacturers, and technology providers
has been formed. ZigBee was created to address the
market need for cost-effective, standards-based wireless
networking solutions that support low data rates, low
power consumption, security and reliability [223]. More-
over, Wireless Industrial Networking Alliance (WINA)
was formed in 2003 to stimulate the development and
promote the adoption of wireless networking technolo-
gies and practices to help increase industrial efficiency.
As a first step, this ad hoc group of suppliers and end-
users is working to define end-user needs and priorities
for industrial wireless systems [206]. It is widely rec-
ognized that standards such as Bluetooth and WLAN
are not suited for low power sensor applications. On the
other hand, standardization attempts such as ZigBee and
WINA, which specifically address the typical needs of
wireless control and monitoring applications, will enable
rapid improvement of WSN in the industry.

In this section, we categorize the applications in terms
of military, environment, health, home, industry and
other commercial areas.

A. Military Applications

WSNs are characterized by their autonomous usage,
rapid deployment, self-organization and fault tolerant
protocols. Hence, WSN are used as an integral part of
military command, control, communications, computing,
intelligence, surveillance, reconnaissance and targeting
(C4ISRT) systems [3].

Dust Networks [43] provide sensor networks for mil-
itary operations in hostile environments where it is too
dangerous for humans to operate. WSNs obtain infor-
mation needed to assess critical situations by dropping a

robust, self-configuring, self-organizing wireless sensor
network into a battlefield. The military applications
include collecting information from enemy movements,
hazardous chemicals and infrastructure stability [43].

B. Environmental Applications

The autonomous coordination capabilities of WSNs
help wide variety of environmental applications be re-
alized. As reported in [3], environmental applications
may range from tracking the movements of birds, to
forest fire detection and bio-complexity mapping of the
environment.

CORIE [34] is built by the Center for Coastal and
Land Margin Research at the Oregon Graduate Institute.
It consists of sensor stations in the Columbia River Es-
tuary that carry various environment sensors. The read-
ings include temperature, salinity, water levels, and flow
velocities. The information gathered from these sensors
are used for online control of vessels, marine research
and rescue, and ecosystem research and management.
13 stations are located throughout the Columbia River
estuary with one off-shore station on a buoy. The stations
communicate via a Freewave DGR-115 spread-spectrum
wireless network. In addition, the transmission of signals
is carried through an ORBCOMM LEO satellite in case
of disruptions in line-of-sight.

A new observing system, Global Environmental
MEMS Sensors (GEMS), which features a wireless
network of airborne probes, is currently being designed
by ENSCO [48]. The GEMS system features ”micron-
scale” airborne probes that can take measurements over
all regions of the Earth with high spatial and temporal
resolution. The minimal sizes will allow the probes to
be suspended in the atmosphere and carried by wind
currents for long periods of time to make environmental
measurements that could improve weather forecast accu-
racy. With a modular sensor suite, probes could also be
used to measure acoustic, chemical, biological, nuclear
or other parameters of interest to defense agencies for
intelligence gathering, battlefield situational awareness
and urban warfare monitoring [48].

C. Health Applications

The developments in implanted biomedical devices
and smart integrated sensors make the usage of sensor
networks for biomedical applications possible. Many ap-
plications in this field with sensor networks are proposed
[166]

The Smart Sensors and Integrated Microsystems
(SSIM) project at Wayne State University and the Kresge
Eye Institute aims to build a chronically implanted
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artificial retina for visually impaired people. Sensor
chips consisting 100 microsensors in a 10x10 array are
placed along the retina. The sensors produce electrical
signals which are converted by the underlying tissue
into a chemical response. The chemical signals are then
carried out to the brain via optic nerves. The chemical
signals coming from the brain are picked up by the
microsensors and the smart sensors at the retina are
stimulated accordingly [166].

The receptors along the retina have different func-
tionalities. The peripheral is specialized on temporal
events, whereas the center of the macula is specialized
on spatially-oriented information. In order to mimic
the functionality of the retina, the distribution and the
transmission principles of smart sensors on each segment
of the retina should be tailored. However, since the
deployment of the sensors are performed by precise
medical surgeries, the mobility and location problems
encountered in typical sensor networks need not be taken
into account.

Monitoring glucose levels and treating diabetes can be
improved by the use of wireless sensors [166]. Wireless
biomedical sensors can be implanted in the patient and
the glucose level can be monitored continuously. In
addition, insulin could be automatically injected [166].

D. Home Applications

WSN enable interconnection of various devices at
residential places with convenient control of various
applications at home.

Cricket project at MIT utilizes ultrasound ranging to
determine the location of users as they move through and
interact with indoor environments. Using both fixed and
mobile wireless nodes,Cricket provides fine-grained lo-
cation information to applications running on handhelds,
laptops, and sensor nodes.Cricket uses a combination
of RF and ultrasound technologies to provide location
information to attached host devices. Using theCricket,
many applications involving precise location information
of various devices can be realized. As an example
tracking of a moving train toy has been demonstrated
using laptops and handheld devices [37].

E. Industrial Applications

The emergence of WSN has made a big impact on
industrial fields such as industrial sensing and control
applications, building automation, and access control.

Sensicastis producingH900 Sensor Network Plat-
form, a wireless mesh networking system, which can
be used in many of the industrial applications [168].

Moreover,Xsiologyproduces systems for real-time mon-
itoring of a wide variety of remote industrial applications
including wastewater, oil and gas, utilities and railroads
[209].

Soflinxprovides a perimeter security system that pro-
vides real-time detection of hazardous explosive, nuclear,
biological and chemical warfare agents.Soflinx uses
its Datalinx technology which pushes the intelligence
of the network closer to the source of the data by
using gateways in the network edges and enabling the
individual components to automate responses to these
data. Moreover, a transportable security system for the
detection of explosive, nuclear, biological and chemical
warfare agents is also produced [184].

The deep networking group atINTEL is working on
networking large numbers of wireless sensor nodes while
maintaining a high level of network performance [85].
The solution is to use an 802.11 mesh network of high-
end nodes overlaid on the sensor network. The high-
end nodes serve as highway roads where the underlying
sensor network can be used as side roads.

Moreover, the sensor network concept will be used
in the INTEL’s semiconductor fabs[84]. As of now,
thousands of sensors track the vibrations coming from
various pieces of equipment. Based on the established
science that determines a particular signature to a well-
functioning device, the machines are monitored contin-
uously. However, the data from the sensors are collected
by the employees manually. Since creating a wired net-
work of sensors is expensive, the 802.11 mesh topology
with wireless sensor networks will be used inINTEL’s
fabs.

F. Other Commercial Applications

Wireless Automatic Meter Reading (AMR) is one of
the fastest growing markets for short-range radio devices.
Wireless collection of utility meter data (electricity,
water, gas) is a very cost-efficient way of gathering con-
sumption data to the billing system.Chipconproduces
low-cost, low-power radio chips, and transceivers for
wireless AMR applications [27].

Heating, ventilating, and air conditioning (HVAC)
applications is another field where WSNs have important
impact. In commercial buildings, it is common to control
multiple spaces or rooms with a single HVAC unit and
controller. Hence, systems configured this way are most
commonly controlled with a single sensor in one of the
rooms. However, low-cost wireless sensor technology
offers the opportunity to replace the single sensor in one
room with a network of sensors where there is at least
one sensor per room.ZenSysproduces wireless RF-based
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communications technology designed for residential and
light commercial control and status reading applications
such as meter reading, lighting and appliance control
[218].

In a collaborative project between four research cen-
ters at the University of California: The Center for the
Built Environment (CBE), the Berkeley Sensor and Ac-
tuator Center (BSAC), the Berkeley Wireless Research
Center (BWRC), and the Integrated Manufacturing Lab
(IML), in the Department of Mechanical Engineering,
WSN is used for control of the indoor environment in
buildings. In the project, the air velocity is measured
over arbitrarily long path lengths. Ultimately, the goal is
to use networks of these sensors for flow visualization
indoors which will help evaluate thermal comfort, indoor
air quality, and energy consumption in buildings [102].

Wireless Sensor Network applications has gained sig-
nificant momentum during the past three years with
the acceleration in WSN research. Although existing
applications provide wide variety of possibilities where
the WSN phenomenon can be exploited, there exists
many areas waiting for WSN empowerment. Moreover,
the further enhancements in WSN protocols as will be
explained in the following sections, will open up new
areas of applications for WSN.

III. FACTORS INFLUENCING SENSORNETWORK

DESIGN

A sensor network design is influenced by many fac-
tors, which include fault tolerance; scalability; pro-
duction costs; operating environment; sensor network
topology; hardware constraints; transmission media; and
power consumption. These factors are addressed by
many researchers as surveyed in this paper. However,
none of these studies has a full integrated view of all
factors that are driving the design of sensor networks and
sensor nodes. These factors are important because they
serve as a guideline to design a protocol or an algorithm
for sensor networks. In addition, these influencing factors
can be used to compare different schemes.

A. Fault Tolerance

Some sensor nodes may fail or be blocked due to
lack of power, have physical damage or environmental
interference. The failure of sensor nodes should not
affect the overall task of the sensor network. This is the
reliability or fault tolerance issue. Fault tolerance is the
ability to sustain sensor network functionalities without
any interruption due to sensor node failures [71], [130],
[175]. The reliabilityRk(t) or fault tolerance of a sensor
node is modeled in [71] using the Poisson distribution

to capture the probability of not having a failure within
the time interval (0,t):

Rk(t) = exp(−λkt) (1)

whereλk andt are the failure rate of sensor nodek and
the time period, respectively.

Note that protocols and algorithms may be designed to
address the level of fault tolerance required by the sensor
networks. If the environment where the sensor nodes
are deployed has little interference, then the protocols
can be more relaxed. For example, if sensor nodes are
being deployed in a house to keep track of humidity
and temperature levels, the fault tolerance requirement
maybe low since this kind of sensor networks is not
easily damaged or interfered by environmental noise. On
the other hand, if sensor nodes are being deployed in a
battlefield for surveillance and detection, then the fault
tolerance has to be high because the sensed data are
critical and sensor nodes can be destroyed by hostile
actions. As a result, the fault tolerance level depends on
the application of the sensor networks, and the schemes
must be developed with this in mind.

B. Scalability

The number of sensor nodes deployed in studying a
phenomenon may be in the order of hundreds or thou-
sands. Depending on the application, the number may
reach an extreme value of millions. The new schemes
must be able to work with this number of nodes. They
must also utilize the high density nature of the sensor
networks. The density can range from few sensor nodes
to few hundred sensor nodes in a region, which can be
less than 10 m in diameter [30]. The density can be
calculated according to [20] as

µ(R) = (N · π ·R2)/A (2)

whereN is the number of scattered sensor nodes in re-
gion A, andR is the radio transmission range. Basically,
µ (R) gives the number of nodes within the transmission
radius of each node in region A.

In addition, the number of nodes in a region can
be used to indicate the node density. The node density
depends on the application in which the sensor nodes are
deployed. For machine diagnosis application, the node
density is around 300 sensor nodes in a 5 m x 5 m region,
and the density for the vehicle tracking application is
around 10 sensor nodes per region [177]. In general, the
density can be as high as 20 sensor nodes/m3 [177]. A
home may contain around 2 dozens of home appliances
containing sensor nodes [145], but this number will grow
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if sensor nodes are embedded into furniture and other
miscellaneous items. For habitat monitoring application,
the number of sensor nodes ranges from 25 to 100 per
region [21].

C. Production Costs

Since the sensor networks consist of a large number of
sensor nodes, the cost of a single node is very important
to justify the overall cost of the networks. If the cost of
the network is more expensive than deploying traditional
sensors, then the sensor network is not cost-justified. As
a result, the cost of each sensor node has to be kept
low. The state-of-art technology allows a Bluetooth radio
system to be less than ten dollars [150]. Also, the price
of a PicoNode is targeted to be less than one dollar
[151]. The cost of a sensor node should be much less
than one dollar in order for the sensor network to be
feasible [151]. The cost of a Bluetooth radio, which is
known to be a low cost device, is even ten times more
expensive than the targeted price for a sensor node. Note
that a sensor node also has some additional units such
as sensing and processing units as described in Section
III-D. In addition, it may be equipped with a location
finding system, mobilizer, or power generator depending
on the applications of the sensor networks. As a result,
the cost of a sensor node is a very challenging issue
given the amount of functionalities with a price of much
less than a dollar.

D. Hardware Constraints

A sensor node is made up of four basic components
as shown in Figure 1: asensing unit, a processing
unit, a transceiver unitand a power unit. They may
also have application dependent additional components
such as alocation finding system, a power generator
and amobilizer. Sensing units are usually composed of
two subunits: sensors and analog to digital converters
(ADCs). The analog signals produced by the sensors
based on the observed phenomenon are converted to dig-
ital signals by the ADC, and then fed into the processing
unit. The processing unit, which is generally associated
with a small storage unit, manages the procedures that
enable the sensor node collaborate with the other nodes
to carry out the assigned sensing tasks. A transceiver
unit connects the node to the network. One of the most
important components of a sensor node is the power unit.
Power units may be supported by a power scavenging
unit such as solar cells. There are also other subunits,
which are application dependent. Most of the sensor
network routing techniques and sensing tasks require the
knowledge of location with high accuracy. Thus, it is

Location Finding System Mobilizer

Sensing Unit Processing Unit

Sensor ADC
Processor

Storage
Transceiver

Power GeneratorPower Unit

Fig. 1. The components of a sensor node.

common that a sensor node has a location finding system.
A mobilizer may sometimes be needed to move sensor
nodes when it is required to carry out the assigned tasks.

All of these subunits may need to fit into a matchbox-
sized module [83]. The required size may be smaller
than even a cubic centimeter [148] which is light enough
to remain suspended in the air. Apart from the size,
there are also some other stringent constraints for sensor
nodes. These nodes must [89]

• consume extremely low power,
• operate in high volumetric densities,
• have low production cost and be dispensable
• be autonomous and operate unattended,
• be adaptive to the environment.

Since the sensor nodes are often inaccessible, the
lifetime of a sensor network depends on the lifetime of
the power resources of the nodes. Power is also a scarce
resource due to the size limitations. For instance, the total
stored energy in asmart dust moteis on the order of 1
Joule [148]. For WINS [197], the total average system
supply currents must be less than 30µA to provide long
operating life. WINS nodes are powered from typical
Lithium (Li) coin cells (2.5 cm in diameter and 1 cm in
thickness) [197]. It is possible to extend the lifetime of
the sensor networks by energy scavenging [150], which
means extracting energy from the environment. Solar
cells is an example for the techniques used for energy
scavenging.

The transceiver unit of sensor nodes may be a passive
or active optical device as insmart dust motes[148] or a
radio frequency (RF) device. RF communications require
modulation, band pass, filtering, demodulation and mul-
tiplexing circuitry, which make them more complex and
expensive. Also, the path loss of the transmitted signal
between two sensor nodes may be as high as the4th

order exponent of the distance between them, because
the antennas of the sensor nodes are close to the ground
[148]. Nevertheless, RF communication is preferred in
most of the ongoing sensor network research projects,
because the packets conveyed in sensor networks are
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small, data rates are low (i.e., generally less than 1 Hz)
[150], and the frequency reuse is high due to short com-
munication distances. These characteristics also make
it possible to use low duty cycle radio electronics for
sensor networks. However, designing energy efficient
and low duty cycle radio circuits is still technically
challenging, and current commercial radio technologies
such as those used in Bluetooth is not efficient enough
for sensor networks because turning them on and off
consumes much energy [177].

Though the higher computational powers are being
made available in smaller and smaller processors, pro-
cessing and memory units of sensor nodes are still scarce
resources. For instance, the processing unit of a smart
dust mote prototype is a 4 MHz Atmel AVR 8535 micro-
controller with 8 KB instruction flash memory, 512 bytes
RAM and 512 bytes EEPROM [144]. TinyOS operating
system is used on this processor, which has 3500 bytes
OS code space and 4500 bytes available code space. The
processing unit of another sensor node prototype, namely
µAMPS wireless sensor node, has a 59 MHz to 206
MHz SA-1110 microprocessor [177]. A multithreadedµ-
OSoperating system is run onµAMPS wireless sensor
nodes.

Most of the sensing tasks require the knowledge of
position. Since sensor nodes are generally deployed ran-
domly and run unattended, they need to corporate with
a location finding system. Location finding systems are
also required by many of the proposed sensor network
routing protocols as explained in Section IV. It is often
assumed that each sensor node will have a Global Posi-
tioning System (GPS) unit that has at least 5 m accuracy
[97]. In [161] it is argued that equipping all sensor
nodes with a GPS is not viable for sensor networks. An
alternative approach where a limited number of nodes
use GPS and help the other nodes to find out their
locations terrestrially as proposed in [161].

E. Sensor Network Topology

Sheer numbers of inaccessible and unattended sensor
nodes, which are prone to frequent failures, make topol-
ogy maintenance a challenging task. Hundreds to several
thousands of nodes are deployed throughout the sensor
field. They are deployed within tens of feet of each other
[83]. The node densities may be as high as 20 nodes/m3

[177]. Deploying high number of nodes densely requires
careful handling of topology maintenance. We examine
issues related to topology maintenance and change in
three phases:

1) Pre-Deployment and Deployment Phase:Sensor
nodes can be either thrown in mass or placed one by
one in the sensor field. They can be deployed by

• dropping from a plane,
• delivering in an artillery shell, rocket or missile,
• throwing by a catapult (from a ship board, etc),
• placing in factory, and
• placing one by one either by a human or a robot.

Although the sheer number of sensors and their
unattended deployment usually preclude placing them
according to a carefully engineered deployment plan, the
schemes for initial deployment must

• reduce the installation cost,
• eliminate the need for any pre-organization and pre-

planning,
• increase the flexibility of arrangement, and
• promote self-organization and fault tolerance.

2) Post-Deployment Phase:After deployment, topol-
ogy changes are due to change in sensor nodes’ [83],
[114]

• position,
• reachability (due to jamming, noise, moving obsta-

cles, etc.),
• available energy,
• malfunctioning, and
• task details.
Sensor nodes may be statically deployed. However,

device failure is a regular or common event due to
energy depletion or destruction. It is also possible to
have sensor networks with highly mobile nodes. Besides,
sensor nodes and the network experience varying task
dynamics, and they may be a target for deliberate jam-
ming. Therefore, sensor network topologies are prone to
frequent changes after deployment.

3) Re-Deployment of Additional Nodes Phase:Addi-
tional sensor nodes can be re-deployed at any time to
replace the malfunctioning nodes or due to changes in
task dynamics. Addition of new nodes poses a need to
re-organize the network. Coping with frequent topology
changes in an ad hoc network that has myriads of
nodes and very stringent power consumption constraints
requires special routing protocols. This issue is examined
in detail in Section IV.

F. Environment

Sensor nodes are densely deployed either very close
or directly inside the phenomenon to be observed. There-
fore, they usually work unattended in remote geographic
areas. They may be working

• in busy intersections,
• in the interior of a large machinery,
• at the bottom of an ocean,
• inside a twister,
• on the surface of an ocean during a tornado,
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• in a biologically or chemically contaminated field,
• in a battlefield beyond the enemy lines,
• in a home or a large building,
• in a large warehouse,
• attached to animals,
• attached to fast moving vehicles, and
• in a drain or river moving with current.
This list gives us an idea about under which conditions

sensor nodes are expected to work. They work under
high pressure in the bottom of an ocean, in harsh
environments such as a debris or a battlefield, under
extreme heat and cold such as in the nozzle of an aircraft
engine or in arctic regions, and in an extremely noisy
environment such as under intentional jamming.

G. Transmission Media

In a multi-hop sensor network, communicating nodes
are linked by a wireless medium. These links can be
formed by radio, infrared or optical media. To enable
global operation of these networks, the chosen transmis-
sion medium must be available worldwide.

One option for radio links is the use ofIndustrial,
Scientific and Medical(ISM) bands, which offer license-
free communication in most countries. TheInternational
Table of Frequency Allocations, contained in Article S5
of the Radio Regulations (Volume 1), specifies some
frequency bands that may be made available for ISM
applications. They are listed in Table I.

Frequency Band Center Frequency
6765-6795 kHz 6780 kHz

13553-13567 kHz 13560 kHz
26957-27283 kHz 27120 kHz
40.66-40.70 MHz 40.68 MHz

433.05-434.79 MHz 433.92 MHz
902-928 MHz 915 MHz

2400-2500 MHz 2450 MHz
5725-5875 MHz 5800 MHz
24-24.25 GHz 24.125 GHz
61-61.5 GHz 61.25 GHz
122-123 GHz 122.5 GHz
244-246 GHz 245 GHz

TABLE I

FREQUENCY BANDS AVAILABLE FOR ISM APPLICATIONS.

Some of these frequency bands are already being
used for communication in cordless phone systems and
Wireless Local Area Networks(WLANs). For sensor net-
works, a small sized, low cost, ultralow power transceiver
is required. According to [147], certain hardware con-
straints and the tradeoff between antenna efficiency and

power consumption limit the choice of a carrier fre-
quency for such transceivers to theUltra High Frequency
(UHF) range. They also propose the use of the 433 MHz
ISM band in Europe and the 915 MHz ISM band in
North America. The transceiver design issues in these
two bands are addressed in [116] and [52]. The main
advantages of using the ISM bands are the free radio,
huge spectrum allocation and global availability. They
are not bound to a particular standard, thereby giving
more freedom for the implementation of power saving
strategies in sensor networks. On the other hand, there
are various rules and constraints, like power limita-
tions and harmful interference from existing applications.
These frequency bands are also referred to as unregulated
frequencies.

Much of the current hardware for sensor nodes is
based upon RF circuit design. TheµAMPS wireless
sensor node, described in [177], uses a Bluetooth-
compatible 2.4 GHz transceiver with an integrated fre-
quency synthesizer. The low-power sensor device de-
scribed in [208], uses a single channel RF transceiver
operating at 916 MHz. TheWireless Integrated Network
Sensors(WINS) architecture [148] also uses radio links
for communication.

Another possible mode of inter-node communication
in sensor networks is by infrared. Infrared communi-
cation is license-free and robust to interference from
electrical devices. Infrared based transceivers are cheaper
and easier to build. Many of today’s laptops, PDAs and
mobile phones offer anInfrared Data Association(IrDA)
interface. The main drawback though, is the require-
ment of a line of sight between sender and receiver.
This makes infrared a reluctant choice for transmission
medium in the sensor network scenario.

An interesting development is that of theSmart Dust
mote [89], which is an autonomous sensing, computing
and communication system that uses optical medium for
transmission. Two transmission schemes, passive trans-
mission using acorner-cube retroreflector(CCR), and
active communication using a laser diode and steerable
mirrors, are examined in [203]. In the former, the mote
does not require an onboard light source. A configuration
of three mirrors (CCR) is used to communicate a digital
high or low. The latter uses an onboard laser diode
and an active-steered laser communication system to
send a tightly collimated light beam toward the intended
receiver.

The unusual application requirements of sensor net-
works make the choice of transmission media more
challenging. For instance, marine applications may re-
quire the use of the aqueous transmission medium.
Here, one would like to use long-wavelength radiation
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that can penetrate the water surface. Inhospitable terrain
or battlefield applications might encounter error prone
channels and greater interference. Moreover, a sensor
antenna might not have the height and radiation power
of those in other wireless devices. Hence, the choice
of transmission medium must be supported by robust
coding and modulation schemes that efficiently model
these vastly different channel characteristics.

H. Power Consumption

The wireless sensor node, being a microelectronic
device, can only be equipped with a limited power source
(<0.5 Ah, 1.2 V). In some application scenarios, replen-
ishment of power resources might be impossible. Sensor
node lifetime, therefore, shows a strong dependence on
battery lifetime. In a multi-hop ad-hoc sensor network,
each node plays the dual role of data originator and
data router. The disfunctioning of few nodes can cause
significant topological changes and might require re-
routing of packets and re-organization of the network.
Hence, power conservation and power management take
on additional importance. It is for these reasons that re-
searchers are currently focusing on the design of power-
aware protocols and algorithms for sensor networks.

In other mobile and ad-hoc networks, power consump-
tion has been an important design factor, but not the
primary consideration, simply because power resources
can be replaced by the user. The emphasis is more
on QoS provisioning than the power efficiency. In sen-
sor networks though, power efficiency is an important
performance metric, directly influencing the network
lifetime. Application specific protocols can be designed
by appropriately trading off other performance metrics
such as delay and throughput with power efficiency.

The main task of a sensor node in a sensor field is to
detect events, perform quick local data processing, and
then transmit the data. Power consumption can hence be
divided into three domains:sensing, communication, and
data processing.

The sensing unit and its components were introduced
in Section III-D. Sensing power varies with the nature
of applications. Sporadic sensing might consume lesser
power than constant event monitoring. The complexity
of event detection also plays a crucial role in deter-
mining energy expenditure. Higher ambient noise levels
might cause significant corruption and increase detection
complexity. Power consumption in data communication
and processing are discussed in detail in the following
subsections.

1) Communication:Of the three domains, a sensor
node expends maximum energy in data communication.

This involves both data transmission and reception. It can
be shown that for short-range communication with low
radiation power (∼ 0 dbm), transmission and reception
energy costs are nearly the same. Mixers, frequency
synthesizers, voltage control oscillators (VCO), phase
locked loops (PLL) and power amplifiers, all consume
valuable power in the transceiver circuitry. It is important
that in this computation we not only consider the active
power but also the start-up power consumption in the
transceiver circuitry. The start-up time, being of the order
of 100s of microseconds, makes the start-up power non-
negligible. This high value for the start-up time can be at-
tributed to the lock time of the PLL. As the transmission
packet size is reduced, the start-up power consumption
starts to dominate the active power consumption. As a
result, it is inefficient to turn the transceiver ON and OFF,
due to the large amount of power spent while turning the
transceiver back ON each time.

In [177], the authors present a formulation for the
radio power consumption(Pc) as

Pc = NT [PT (Ton + Tst) + Pout(Ton)] + NR[PR(Ron + Rst)]
(3)

where PT/R is the power consumed by the transmit-
ter/receiver,Pout is the output power of the transmitter,
T/Ron is the transmitter/receiver on time,T/Rst is the
transmitter/receiver startup time andNT/R is the number
of times transmitter/receiver is switched on per unit time,
which depends on the task and Medium Access Control
(MAC) scheme used.Ton can further be rewritten as
L/R, whereL is the packet size andR is the data rate.
Today’s state-of-the-art low power radio transceiver has
typical PT andPR values around 20 dbm andPout close
to 0 dbm [131]. Note that PicoRadio aims at aPc value
of -20 dbm.

The design of a small sized, low cost, ultralow power
transceiver is discussed in [147]. A direct-conversion
architecture is proposed for the transceiver circuitry.
Based on their results, the authors present a power budget
and estimate the power consumption to be at least an
order of magnitude less than the values given above for
PT andPR values.

2) Data Processing:Energy expenditure in data pro-
cessing is much less compared to data communication.
The example described in [148], effectively illustrates
this disparity. Assuming Rayleigh fading and fourth
power distance loss, the energy cost of transmitting 1Kb
a distance of 100 m is approximately the same as that
for executing 3 million instructions by a 100 million
instructions per second (MIPS)/W processor. Hence,
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local data processing is crucial in minimizing power
consumption in a multihop sensor network.

A sensor node must therefore have built-in com-
putational abilities and be capable of interacting with
its surroundings. Further limitations of cost and size
lead us to the choice ofComplementary Metal Oxide
Semiconductor(CMOS) technology for the microproces-
sor. Unfortunately, this has inbuilt limitations on energy
efficiency. A CMOS transistor pair draws power every
time it is switched. This switching power is proportional
to the switching frequency, device capacitance (which
further depends on the area) and square of the volt-
age swing. Reducing the supply voltage is hence an
effective means of lowering power consumption in the
active state.Dynamic Voltage Scaling(DVS), explored in
[119], [143], aims to adapt processor power supply and
operating frequency to match workloads. When a mi-
croprocessor handles time-varying computational load,
simply reducing the operating frequency during periods
of reduced activity results in a linear decrease in power
consumption, but reducing the operating voltage gives
us quadratic gains. On the other hand, this compromises
on peak performance of the processor. Significant energy
gains can be obtained by recognizing that peak perfor-
mance is not always desired and therefore, the proces-
sor’s operating voltage and frequency can be dynamically
adapted to instantaneous processing requirements. In
[181], the authors propose a workload prediction scheme
based on adaptive filtering of the past workload profile
and analyze several filtering schemes. Other low power
CPU organization strategies are discussed in [62], [204],
and [106].

The power consumption in data processing(Pp) can
be formulated as follows:

Pp = CV 2
ddf + VddI0e

Vdd/n′VT (4)

where C is the total switching capacitance,Vdd the
voltage swing andf the switching frequency. The
second term indicates the power loss due to leakage
currents [181]. The lowering of threshold voltage to
satisfy performance requirements results in high sub-
threshold leakage currents. Coupled with the low duty
cycle operation of the microprocessor in a sensor node,
the associated power loss becomes significant [177].

It is to be noted that there may be some additional
circuitry for data encoding and decoding.Application
Specific Integrated Circuits(ASICs) may also be used in
some cases. In all these scenarios, the design of sensor
network algorithms and protocols are influenced by the
corresponding power expenditures, in addition to those
that have been discussed.

IV. WSN ARCHITECTURE AND PROTOCOLSTACK

The sensor nodes are usually scattered in asensor field
as shown in Figure 2. Each of these scattered sensor
nodes has the capabilities to collect data and route data
back to thesink and the end users. Data are routed
back to the end user by a multihop infrastructureless
architecture through the sink as shown in Figure 2. The
sink may communicate with thetask manager nodevia
Internet or Satellite.

The protocol stack used by the sink and all sensor
nodes is given in Figure 3. This protocol stack com-
bines power and routing awareness, integrates data with
networking protocols, communicates power efficiently
through the wireless medium, and promotes cooperative
efforts of sensor nodes. The protocol stack consists of
the application layer, transport layer, network layer,
data link layer, physical layer, power management plane,
mobility management plane, andtask management plane.
Depending on the sensing tasks, different types of appli-
cation software can be built and used on the application
layer. The transport layer helps to maintain the flow of
data if the sensor networks application requires it. The
network layer takes care of routing the data supplied by
the transport layer. Since the environment is noisy and
sensor nodes can be mobile, the MAC protocol must
be power aware and able to minimize collision with
neighbors’ broadcast. The physical layer addresses the
needs of a simple but robust modulation, transmission
and receiving techniques. In addition, the power, mo-
bility, and task management planes monitor the power,
movement, and task distribution among the sensor nodes.
These planes help the sensor nodes coordinate the sens-
ing task and lower the overall power consumption.

The power management plane manages how a sensor
node uses its power. For example, the sensor node may
turn off its receiver after receiving a message from one
of its neighbors. This is to avoid getting duplicated
messages. Also, when the power level of the sensor node
is low, the sensor node broadcasts to its neighbors that
it is low in power and can not participate in routing
messages. The remaining power is reserved for sensing.
The mobility management plane detects and registers the
movement of sensor nodes, so a route back to the user
is always maintained, and the sensor nodes can keep
track of their neighbors. With the knowledge of neighbor
nodes, the sensor nodes can balance their power and
task usage. The task management plane balances and
schedules the sensing tasks given to a specific region.
Not all sensor nodes a specific region are required to
perform the sensing task at the same time. As a result,
some sensor nodes perform the task more than the
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Fig. 2. Sensor nodes scattered in a sensor field.

others depending on their power level. These manage-
ment planes are needed, so that sensor nodes can work
together in a power efficient way, route data in a mobile
sensor network, and share resources between sensor
nodes. Without them, each sensor node will just work
individually. From the whole sensor network standpoint,
it is more efficient if sensor nodes can collaborate with
each other, so the life-time of the sensor networks can be
prolonged. Before we discuss the need for the protocol
layers and management planes in sensor networks, we
map three existing work [148], [89], [177] to the protocol
stack as shown in Figure 3.

The so-calledwireless integrated network sensors
(WINS) is developed in [148], where a distributed net-
work and Internet access is provided to the sensor nodes,
controls, and processors. Since the sensor nodes are in
large number, the WINS networks take advantage of this
short-distance between sensor nodes to provide multi-
hop communication and minimize power consumption.
The way in which data is routed back to the user in
the WINS networks follows the architecture specified in
Figure 2. The sensor node, i.e., a WINS node, detects
the environmental data, and the data is routed hop-by-
hop through the WINS nodes until it reaches the sink,
i.e., a WINS gateway. So the WINS nodes are sensor
nodes A, B, C, D, and E according to the architecture
in Figure 2. The WINS gateway communicates with the
user through conventional network services, such as the
Internet. The protocol stack of a WINS network consists
of the application layer, network layer, MAC layer,
and physical layer. Also, it is explicitly pointed out in
[148] that a low-power protocol suite that addresses the
constraints of the sensor networks should be developed.

The Smart Dust motes [89], i.e., sensor nodes, may be
attached to objects or even float in the air because of their
small size and light weight. They use MEMS technology
for optical communication and sensing. These motes

may contain solar cells to collect energy during the
day, and they require a line-of-sight to communicate
optically with the base-station transceiver or other motes.
Comparing the Smart Dust communication architecture
with the one in Figure 2, the Smart Dust mote, i.e.,
the sensor node, typically communicates directly with
the base-station transceiver, i.e., sink. A peer-to-peer
communication is also possible, but there are possible
collision problems in medium access due to ”hidden
nodes”. The protocol layers in which the Smart Dust
motes incorporate are application layer, MAC layer, and
the physical layer.

Another approach to design protocols and algorithms
for sensor networks is driven by the requirements of
the physical layer [177]. The protocols and algorithms
should be developed according to the choice of physical
layer components, such as the type of microprocessors,
and the type of receivers. This bottom-up approach of
the µAMPS wireless sensor node also addresses the
importance of the application layer, network layer, MAC
layer, and physical layer as illustrated in Figure 3 to
be tightly integrated with the sensor node’s hardware.
The µAMPS wireless sensor node also communicates
with the user according to the architecture specified
in Figure 2. Different schemes, such astime division
multiple access(TDMA) versusfrequency division mul-
tiple access(FDMA) and binary modulation versusM -
ary modulation are compared in [177]. This bottom-
up approach points out that sensor network algorithms
have to be aware of the hardware and able to use
special features of the microprocessors and transceivers
to minimize the sensor node’s power consumption. This
may push toward a custom solution for different types
of sensor node design. Different types of sensor nodes
deployed also lead to different types of sensor networks.
This may also lead to different types of collaborative
algorithms.
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V. A PPLICATION LAYER

The role of the application layer is to abstract the
physical topology of the WSN for the applications and
provide necessary interfaces to interact with the physical
world through the WSN.

A. Query Processing

WSNs consist of many sensor nodes that monitor the
physical phenomenon according to the requirements of
the applications. The sink ensures the delivery of the in-
terested data through queries sent to the nodes containing
information about the requested information. The query
replies can be made simply by sending the requested raw
data immediately to the sink. However, the processing
capabilities of sensor nodes provide alternative ways
to process these queries inside the network leading to
significant energy conservation [4]. This phenomenon is
referred to asquery processing.

The WSN can be viewed as a distributed database
where nodes continuously deliver streams of data to
the sink [108]. Although there exists many database
management systems (DBMS) developed for traditional
distributed databases, the unique characteristics of WSNs
make these solutions not applicable. The unique charac-
teristics of the WSN can be listed as follows:

• Streaming data:Sensor nodes produces data con-
tinuously, usually at well defined time intervals,
without having been explicitly asked for that data
[108].

• Real-time processing:Sensor data usually represent
real-time events. Moreover, it is often expensive to
save raw sensor streams to disk at the sink. Hence,
queries over streams need to be processed in real
time [108].

• Communication errors:Since sensors deliver data
through multi-hop wireless communication, wire-

less errors effect the reliability and the delay of the
distributed information reaching the sink.

• Uncertainty: The information gathered by the sen-
sors contain noise from environment. Moreover,
factors such as sensor malfunction, and sensor
placement might bias individual readings [212].

• Limited disk space:Sensor nodes have strictly lim-
ited disk space. Hence, the information sent by the
sensors cannot be queried later.

• Processing vs. communication:As explained in
Section III-H, energy expenditure in data processing
in WSN is much less compared to data communi-
cation. Hence, the data processing capabilities of
sensor nodes should be exploited in query process-
ing.

The processing power available in sensor nodes pro-
vide potential solutions for the challenges encountered
in WSN query processing. It is clear that the queries
sent by the sink can be easily replied by sending the
raw sensor observation to the sink. This approach is
referred to aswarehousing approachin [14], where
processing of sensor queries and access to the sensor
network are separated. However, this approach leads
to both over-utilization of communication resources in
the WSN and accumulation of highly redundant data
at the sink. As an example, if an application is only
interested in an average value of a specific information
at a specific location, it would be more efficient for nodes
at this location to calculate the average locally and send
this information as a single packet to the sink instead
of sending all individual information. It is shown in
[212], [109] and [110] that distributed implementation
of aggregation and query processing schemes provide
significant improvements in the WSN performance. We
overview the existing query processing techniques in the
following.

In [14], theCOUGARsensor database system has been
presented. The data in the database is classified in two
classes, i.e., stored data and sensor data. InCOUGAR,
the stored data is modeled as relations while the sensor
data are represented as time series. More specifically, the
sensors are assumed to be synchronized and sensor data
is regarded as outputs of a signal processing function at
a specific location, at the time of the record. Based on
the stored and sensor data modeling, the sensor query is
defined as relational and sequence operators. Moreover,
the signal processing functions, i.e., the outputs of in-
dividual sensors on a node, are represented as Abstract
Data Type (ADT) functions. As a result, an ADT object
in the database corresponds to a physical sensor in the
real world. Using this abstraction, theCOUGARdatabase
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system uses SQL-like query language to issue queries to
the sensors.

An architecture for queries over streaming sensor
data is proposed in [108]. The architecture consists of
proxies that control the sampling rate and aggregation
parameters of sensors which are connected to them.
Using multiple queries, the user can control the proxies
and hence the sensor field. The proxies serve as sensor
interface into the rest of the query processor and are
responsible for adjusting sensor sampling rate, directing
sensors to aggregate samples, packaging samples as
tuples, routing these tuples to user queries as needed,
and downloading new programs to sensors. Using this
architecture, the user issues queries using Fjords. Fjords
integrate the sensor data pushed to the system with saved
data pulled by traditional operators. Moreover, various
proxy principles are also proposed to decrease energy
consumption in the sensor field. Evaluations show that
both performance and energy consumption improvement
is possible using Fjords.

Query processing is investigated in terms of a dis-
tributed aggregation scheme in [109], whereTAG, a Tiny
AGgregation Service is introduced. TheTAG service
provides a simple, declarative interface for data col-
lection and aggregation, while distributively executing
aggregation queries in the WSN. TheTAG approach
relies on the routing tree built by broadcast messages
sent by the sink. Based on the routing tree, parents wait
for their children to send data and discard irrelevant
data combining relevant readings into more compacts
records based on the aggregation principles specified by
queries. The authors provide an SQL-like query syntax
for aggregation queries, where the main difference is
that the output of aTAG query is a stream of values
rather than a single aggregate value. Similar to aggre-
gation computation in traditional large scale networks,
the aggregation is performed via three functions, i.e, a
merging function, an initializer and an evaluator. The
aggregates are classified according to four properties,
i.e., tolerance of loss, duplicate sensitivity, monotonicity,
and the amount of state required for each partial state
record. Based on the specific class of the aggregate,
the query is first distributed into the network and the
aggregate values are then collected. Simulations show
that depending on the aggregate type, using theTAG
approach, the communication costs can be decreased an
order of magnitude compared to centralized approaches.

In [212], the design of aquery layeris presented. The
query layer is regarded as a layer between application
and network layers and provides cross-layer interaction
between routing protocol and distributed query protocol.
The main goal of the design of the query layer is to

abstract the functionality of a large class of applica-
tions into a common interface of declarative queries.
However, since query layer has different requirements in
terms of routing, some modifications to existing routing
protocols have been proposed. More specifically, route
initialization procedure is modified such that the routing
tree is built according to a query tree originated at
the leader of aggregation. Moreover, it is argued that
for in-network aggregation, nodes should be able to
intercept packages that are not destined to themselves.
Furthermore, since packets containing aggregated results
are more important than individual readings of sensors, a
route maintenance technique that considers the depth of
the node in a query tree is proposed. Overall, the query
layer provides an efficient aggregation technique for
WSN with periodic traffic characteristics. The simulation
results reveal the possible gains that is possible with in-
network aggregation.

In [110], Acquisitional Query Processing (ACQP) is
presented along with TinyDB that runs on top of TinyOS.
In addition to periodic monitoring data, TinyDB also
supports event-based data using aneventmechanism for
initiating data collection. As a result, significant energy
savings is possible for event-based applications. As in
COUGARandTAG, TinyDB also views sensor data as a
single table with one column per sensor type. Simple
extensions to SQL are proposed for controlling data
acquisition using this table. In TinyDB, users send their
queries to the sink, and the sink performs a simple query
optimization for correct ordering of sampling, selections,
and joins. A query tree is also used to disseminate the
queries and collect the results. Consequently, the parent
nodes propagate their transmission rates to their children
in order to match the transmission rate of the root nodes.
TinyDB performs lifetime estimation in order to further
save energy by controlling the reporting rate of the sensor
nodes such that a lifetime constraint for the overall
network is met. Simulation results show that significant
gains in terms of energy consumption.

VI. T RANSPORTLAYER

The Wireless Sensor Network is an event driven
paradigm that relies on the collective effort of numer-
ous microsensor nodes. This collaborative nature brings
several advantages over traditional sensing including
greater accuracy, larger coverage area and extraction
of localized features. The realization of these potential
gains, however, directly depends on the efficient reliable
communication between the wireless sensor network
entities, i.e., the sensor nodes and the sink.

To accomplish this, in addition to robust modulation
and media access, link error control and fault tolerant
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routing, a reliable transport mechanism is imperative.
The functionalities and design of a suitable transport
solution for the wireless sensor networks are the main
issues addressed in this section.

The need for transport layer in the wireless sensor
networks is pointed out in the literature [148], [150]. In
general, the main objectives of the transport layer are (i)
to bridge application and network layers by application
multiplexing and demultiplexing; (ii) to provide data
delivery service between the source and the sink with
an error control mechanism tailored according to the
specific reliability requirement of the application layer;
(iii) to regulate the amount of traffic injected to the
network via flow and congestion control mechanisms.
Although these objectives are still valid, the required
transport layer functionalities to achieve these objectives
in the wireless sensor networks are subject to significant
modifications in order to accommodate unique character-
istics of the wireless sensor network paradigm. The en-
ergy, processing, and hardware limitations of the wireless
sensor nodes bring further constraints on the transport
layer protocol design. For example, the conventional
end-to-end retransmission-based error control and the
window-based additive-increase multiplicative-decrease
(AIMD) congestion control mechanisms adopted by the
vastly used TCP protocols may not be feasible for the
wireless sensor domain and hence may lead to waste of
scarce wireless sensor resources.

On the other hand, unlike the other conventional
networking paradigms, the wireless sensor networks are
deployed with a specific sensing application objective.
For example, sensor nodes can be used within a cer-
tain deployment scenario to perform continuous sensing,
event detection, event identification, location sensing,
and local control of actuators for a wide range of
applications such as military, environment, health, space
exploration, and disaster relief. The specific objective of
a sensor network also influences the design requirements
of the transport layer protocols. For example, wireless
sensor networks deployed for different applications may
require different reliability level as well as different
congestion control approaches.

Consequently, the development of transport layer pro-
tocols is a challenging effort because the limitations of
the sensor nodes and the specific application require-
ments primarily determine the design principles for the
transport layer protocols. With this respect, the main
objectives of the transport layer and its desired essential
features to address the unique challenges posed by the
characteristics of the wireless sensor networks paradigm
can be stated as follows:
• Reliable Transport:Based on the application re-

quirements, the extracted event features should be
reliably transferred to the sink. Similarly, the pro-
gramming/retasking data for sensor operation, com-
mand and queries should be reliably delivered to the
target sensor nodes to assure the proper functioning
of the wireless sensor network.

• Congestion Control:Packet loss due to congestion
can impair event detection at the sink even when
enough information is sent out by the sources.
Hence, congestion control is an important com-
ponent of the transport layer to achieve reliable
event detection. Furthermore, congestion control not
only increases the network efficiency but also helps
conserve scarce wireless sensor resources.

• Self-configuration:The transport layer protocols
must be adaptive to dynamic topologies caused by
node mobility/failure/temporary power-down, spa-
tial variation of events and random node deploy-
ment.

• Energy Awareness:The transport layer function-
alities should be energy-aware, i.e., the error and
congestion control objectives must be achieved with
minimum possible energy expenditure. For instance,
if reliability levels at the sink are found to be
in excess of that required for the event detection,
the source nodes can conserve energy by reducing
the amount of information sent out or temporarily
powering down.

• Biased Implementation:The algorithms must be
designed such that they mainly run on the sink with
minimum functionalities required at sensor nodes.
This helps conserve limited sensor resources and
shifts the burden to the high-powered sink.

• Constrained Routing/Addressing:Unlike protocols
such as TCP, the transport layer protocols for wire-
less sensor networks should not assume the exis-
tence of an end-to-end global addressing. It is more
likely to have attribute-based naming and data-
centric routing which call for different transport
layer approaches.

Due to the application-oriented and collaborative na-
ture of the wireless sensor networks, the main data
flow takes place in theforward pathwhere the wireless
sensors are the source nodes transmitting their data to the
sink. Thereverse path, on the other hand, carries the data
originated from the sink such as programming/retasking
binaries, queries and commands to the sensor nodes.
Although the above objectives and the desired features
are common for the transport layer protocols, different
functionalities are required to handle the transport needs
of the forward and reverse paths.
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Fig. 4. Typical sensor network topology with event and sink. The
sink is only interested in collective information of sensor nodes within
the event radius and not in their individual data.

For example, the correlated data flows in the forward
path are loss-tolerant to the extent that event features
are reliably communicated to the sink. However, data
flows in the reverse channel are mainly related to the
operational communication such as dissemination of the
new operating system binaries which usually requires
100 % reliable delivery. Therefore, a reliability mech-
anism would not suffice to address the requirements of
both forward and reverse paths. Hence, we will study the
transport layer issues pertaining to these distinct cases
separately in the following sections.

A. Event-to-Sink Transport

In order to take the advantage of collective effort of
numerous microsensor nodes, it is imperative that desired
event features are reliably communicated to the sink.
This necessitates a reliable transport layer mechanism
that can assure theevent-to-sink reliability.

The need for a transport layer for data delivery in
the wireless sensor networks was questioned in [149]
under the premise that data flows from source to sink
are generally loss tolerant. While the need for end-to-
end reliability may not exist due to the sheer amount
of correlated data flows, an event in the sensor field
needs to be tracked with a certain accuracy at the sink.
Hence, unlike traditional communication networks, the
sensor network paradigm necessitates anevent-to-sink
reliability notion at the transport layer. This involves in
reliable communication of the event features to the sink
rather than conventional packet-based reliable delivery of
the individual sensing reports/packets generated by each
sensor in the field. Suchevent-to-sink reliable transport
notion based on collective identification of data flows
from the event to the sink is illustrated in Fig. 4.

In order to provide reliable event detection at the sink,
possible congestion in the forward path should be also
addressed by the transport layer. Once the event is sensed
by a number of sensor nodes within the coverage of
the phenomenon, i.e., event radius, significant amount
of traffic is triggered by these sensor nodes which may

easily lead to congestion in the forward path. The need
for transport layer congestion control to assure reliable
event detection at the sink is revealed by the results in
[86]. It has been shown in [86] that exceeding network
capacity can be detrimental to the observed goodput at
the sink. Moreover, although the event-to-sink reliability
may be attained even in the presence of packet loss
due to network congestion thanks to the correlated data
flows, a suitable congestion control mechanism can also
help conserve energy while maintaining desired accuracy
levels at the sink.

On the other hand, although the transport layer so-
lutions in conventional wireless networks are relevant,
they are simply inapplicable for the event-to-sink reliable
transport in the wireless sensor networks. These solutions
mainly focus on reliable data transport following end-
to-end TCP semantics and are proposed to address the
challenges posed by wireless link errors and mobil-
ity [8]. The primary reason for their inapplicability is
their notion of end-to-end reliability which is based on
acknowledgments and end-to-end retransmissions. Due
to inherent correlation in the data flows generated by
the sensor nodes, however, these mechanisms for strict
end-to-end reliability are significantly energy-draining
and superfluous. Furthermore, all these protocols bring
considerable memory requirements to buffer transmitted
packets until they are ACKed by the receiver. In contrast,
sensor nodes have limited buffering space (<4KB in
MICA motes [117]) and processing capabilities.

In [186], the Reliable Multi-Segment Transport
(RMST) protocol is proposed to address the requirements
of reliable data transport in wireless sensor networks.
RMST is mainly based on the functionalities provided
by directed diffusion[83]. Furthermore, RMST utilizes
in-network caching and provides guaranteed delivery of
the data packets generated by the event flows. However,
as discussed above, event detection/tracking does not
require guaranteed end-to-end data delivery since the in-
dividual data flows are correlated loss tolerant. Moreover,
such guaranteed reliability via in-network caching may
bring significant overhead for the sensor networks with
power and processing limitations.

The congestion detection and avoidance (CODA) pro-
tocol for sensor networks is presented in [200]. CODA
mainly aims to detect and avoid on the forward path
in WSN via receiver-based congestion detection, open-
loop hop-by-hop backpressuresignaling to inform the
source about the congestion, andclosed-loop multi-
source regulationfor persistent and larger-scale conges-
tion conditions. The simulation results presented in [200]
show that CODA can increase the network performance
by congestion avoidance. However, the CODA protocol
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does not address the reliable event transport in the sensor
networks. On the contrary, it has been observed in
the experiment results [200] that the congestion control
performed at the sensor nodes without considering the
reliability impairs the event-to-sink transport reliability.

In contrast to the transport layer protocols for con-
ventional end-to-end reliability, Event-to-Sink Reliable
Transport (ESRT) protocol [159] is based on the event-
to-sink reliability notion and provides reliable event
detection without any intermediate caching requirements.
ESRT is a novel transport solution developed to achieve
reliable event detection in the wireless sensor networks
with minimum energy expenditure. It includes a con-
gestion control component that serves the dual purpose
of achieving reliability and conserving energy. ESRT
also does not require individual sensor identification,
i.e., an event ID suffices. Importantly, the algorithms of
ESRT mainly run on the sink, with minimal functionality
required at resource constrained sensor nodes. It mainly
exploits the fact that the sheer amount of data flows
generated by the sensor nodes toward the sink are corre-
lated due to spatial and temporal correlation among the
individual sensor readings [199]. Consequently, ESRT
protocol achieves application-specific desired transport
reliability levels via collective effort of resource con-
strained wireless sensor nodes.

B. Sink-to-Sensors Transport

While the data flows in the forward path carry cor-
related sensed/detected event features, the flows in the
reverse path mainly contain data transmitted by the sink
for an operational or application-specific purposes. This
may include the operating system binaries, program-
ming/retasking configuration files, application-specific
queries and commands. Dissemination of this type of
data mostly requires 100 % reliable delivery. Therefore,
the event-to-sink reliability approach introduced before
would not suffice to address such tighter reliability
requirement of the flows in the reverse paths.

Such strict reliability requirement for the sink-to-
sensors transport of operational binaries and application-
specific query and commands involves in certain level of
retransmission as well as acknowledgment mechanisms.
However, these mechanisms should be incorporated into
the transport layer protocols cautiously in order not
to totally compromise scarce wireless sensor resources.
With this respect, local retransmissions and negative
acknowledgment approaches would be preferable over
the end-to-end retransmissions and acknowledgments to
maintain minimum energy expenditure.

On the other hand, sink is involved more in the sink-
to-sensor data transport on the reverse path. Hence, the

sink with plentiful energy and communication resources
can broadcast the data with its powerful antenna. This
helps reduce the amount of traffic forwarded in the multi-
hop wireless sensor network infrastructure and hence
help sensor nodes conserve energy. Therefore, data flows
in the reverse path may experience less congestion in
contrast to the forward path which is totally multi-hop
communication. This calls for less aggressive congestion
control mechanisms for the reverse path compared to that
for forward path in the wireless sensor networks.

The multi-hop and one-to-many nature of data flows in
the reverse path of the wireless sensor networks prompts
a review of reliable multicast solutions proposed in other
wired/wireless networks. There exist many such schemes
that address the reliable transport and congestion control
for the case of single sender and multiple receivers
[55]. Although the communication structure of the re-
verse path, i.e., from sink to sources, is an example
of multicast, these schemes do not stand as directly
applicable solutions; rather they need significant modifi-
cations/improvements to address the unique requirements
of the wireless sensor network paradigm.

In [149], the PSFQ (Pump Slowly, Fetch Quickly)
mechanism is proposed for reliable retasking/ reprogram-
ming in the wireless sensor networks. PSFQ is based on
slowly injecting packets into the network, but performing
aggressive hop-by-hop recovery in case of packet loss.
The pump operation in PSFQ simply performs controlled
flooding and requires each intermediate node to create
and maintain a data cache to be used for local loss
recovery and in-sequence data delivery. Although this
is an important transport layer solution for the wireless
sensor networks, PSFQ does not address packet loss due
to congestion.

A new framework called GARUDA for providing
sink-to-sensors reliability in WSN is introduced in [138].
The GARUDA sink-to-sensors reliability framework in-
corporates an efficient pulsing based solution, which
informs the sensor nodes about an impending reliable
short-message delivery by transmitting a specific series
of pulses at a certain amplitude and period. A virtual
infrastructure called thecore that approximates a near
optimal assignment of local designated servers is in-
stantaneously constructed during the course of a single
packet flood. In case of a packet loss detected by a
core node via an out-of-sequence packet reception, a
core node initiates a two-stage negative-acknowledgment
(NACK) based packet recovery process that performs
out-of-sequence forwarding to assure the reliable deliv-
ery of the original message. GARUDA also supports
other reliability semantics that might be required for
sink-to-sensors communication such as (i) reliable de-
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livery to all nodes within a sub-region of the sensor
network; (ii) reliable delivery to minimal number of
sensors required to cover entire sensing area; and (iii)
reliable delivery to a probabilistic subset of the sensor
nodes in the network.

C. Open Research Issues

In summary, the transport layer mechanisms that can
address the unique challenges posed by the wireless
sensor network paradigm are essential to realize the
potential gains of the collective effort of wireless sensor
nodes. As we have discussed above, there exist promis-
ing solutions for both event-to-sink reliable transport
and sink-to-sensors reliable transport. However, there are
still several important open issues to be researched as
outlined below:

• Real-time communication support: Despite the
existence of reliable transport solutions for WSN
as discussed above, none of these protocols pro-
vide real-time communication support for the ap-
plications with strict delay bounds. Therefore, new
transport solutions which can also meet certain
application deadlines must be researched.

• Multimedia delivery over WSN: In some sensor
applications, the data that needs to be gathered from
the field may contain multimedia information such
as target images, acoustic signal, and even video
captures of a moving target. However, the multime-
dia traffic has significantly different characteristics
and hence different reliable transport requirements
compared to conventional data traffic. Therefore,
new transport layer solutions which address the
requirements of multimedia delivery over WSN
must be developed.

• Integration of WSN with the next-generation
wireless Internet: In most of the sensor deployment
scenarios, the sink is usually assumed to reside
within or very near to the sensor field, which makes
it part of the multi-hop communication in receiving
the sensor readings. However, it would be desirable
to be able to reach sensor network from a distant
monitoring or management node residing in the
wireless Internet. Therefore, new adaptive transport
protocols must be developed to provide seamless
reliable transport of event features throughout the
WSN and next-generation wireless Internet.

• Cross-layer optimization: Due to the severe pro-
cessing, memory and energy limitations of sensor
nodes, it is imperative that communication must
be achieved with maximum efficiency. With this
respect, cross-layer optimization of transport, link

and physical layers must be investigated and the
theoretical results must be applied to develop new
cross-layer communication protocols for reliable
transport in WSN.

VII. N ETWORK LAYER

Since sensor networks have been an attractive area for
research due to its potential applications as described in
Section II [3], many researchers have proposed routing
solutions to enable such networks. The routing protocols
are broken down into four groups: (1) data-centric and
flat-architecture, (2) hierarchical, (3) location-based, and
(4) QoS-based. They are described in the following
subsections.

A. Data-centric and flat-architecture protocols

Since sensor nodes are deployed randomly in large
number, it is hard to assign specific IDs to each of
the sensor nodes. Without an unique identifier, gathering
data may become a challenge. To overcome this chal-
lenge, some routing protocols gather/route data based on
the description of the data, i.e., data-centric.

The data-centric routing requires attribute based nam-
ing [45], [50], [123] [175] . For attribute based naming,
the users are more interested in querying an attribute
of the phenomenon, rather than querying an individual
node. For instance, ”the areas where the temperature
is over 70oF” is a more common query than ”the
temperature read by a certain node”. The attribute based
naming is used to carry out queries by using the attributes
of the phenomenon. The attribute-based naming also
makes broadcasting, attribute-based multi-casting, geo-
casting and any-casting important for sensor networks.

The data-aggregation is a technique used to solve the
implosion and overlap problems in data-centric routing
[69]. In this technique, a sensor network is usually
perceived as a reverse multicast tree as shown in Figure
5, where the sink asks the sensor nodes to report the
ambient condition of the phenomena. Data coming from
multiple sensor nodes are aggregated as if they are about
the same attribute of the phenomenon when they reach
the same routing node on the way back to the sink. For
example, sensor nodeE aggregates the data from sensor
nodesA and B while sensor nodeF aggregates the
data from sensor nodesC andD as shown in Figure 5.
Data aggregation can be perceived as a set of automated
methods of combining the data that comes from many
sensor nodes into a set of meaningful information [68].
With this respect, data aggregation is known as data
fusion [69]. Also, care must be taken when aggregating
data, because the specifics of the data, e.g., the locations
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Fig. 5. Example of data aggregation.

of reporting sensor nodes, should not be left out. Such
specifics may be needed by certain applications.

Some of the protocols that may apply data-centric
principles are flooding [67], gossiping [67], SPIN [69],
directed diffusion [83], [51], energy-aware routing pro-
posed by Shah and Rabaey [171] , rumor routing [15],
gradient-based routing [164], CADR [32], COUGAR
[211], ACQUIRE [157], Shortest Path Minded SPIN
(SPMS) [93], and Solar-aware routing [198].

To provide insight into the current research, we discuss
some of the proposed schemes that may use data-centric
techniques.
Flooding - Flooding is an old technique that can also be
used for routing in sensor networks. In flooding, each
node receiving a data or management packet repeats it
by broadcasting, unless a maximum number of hops for
the packet is reached or the destination of the packet
is the node itself. Flooding is a reactive technique, and
it does not require costly topology maintenance and
complex route discovery algorithms. However, it has
several deficiencies such as [69]:
• Implosion: Implosion is a situation where duplicated

messages are sent to the same node. For example,
if sensor node A hasN neighbor sensor nodes that
are also the neighbors of sensor node B, the sensor
node B receivesN copies of the message sent by
sensor node A.

• Overlap: If two nodes share the same observing
region, both of them may sense the same stimuli at
the same time. As a result, neighbor nodes receive
duplicated messages.

• Resource Blindness: The flooding protocol does not
take into account of the available energy resources.
An energy resource aware protocol must take into
account the amount of energy available to them at
all time.

Gossiping -A derivation of flooding is gossiping [67]
in which nodes do not broadcast but send the incoming
packets to a randomly selected neighbor. A sensor node
randomly selects one of its neighbors to send the data.

ADV

   Step 1

REQ

   Step 2

DATA

   Step 3

ADV

   Step 4

REQ

   Step 5

DATA

   Step 6

Fig. 6. The SPIN protocol [69].

Once the neighbor node receives the data, it selects
randomly another sensor node. Although this approach
avoid the implosion problem by just having one copy of
a message at any node, it takes long time to propagate
the message to all sensor nodes.
Sensor Protocols for Information via Negotiation
(SPIN) - A family of adaptive protocols called SPIN
[69] is designed to address the deficiencies ofclassic
flooding by negotiation and resource-adaptation. The
SPIN family of protocols are designed based on two
basic ideas: sensor nodes operate more efficiently and
conserve energy by sending data that describe the sensor
data instead of sending the whole data, e.g., image, and
sensor nodes must monitor the changes in their energy
resources.

SPIN has three types of messages, i.e., ADV, REQ,
and DATA. Before sending a DATA message, the sensor
broadcasts an ADV message containing a descriptor, i.e.,
meta-data, of the DATA as shown in Step 1 of Figure 6.
If a neighbor is interested in the data, it sends a REQ
message for the DATA and DATA is sent to this neighbor
sensor node as shown in Steps 2 and 3 of Figure 6,
respectively. The neighbor sensor node then repeats this
process as illustrated in Steps 4, 5, and 6 of Figure 6. As
a result, the sensor nodes in the entire sensor network,
which are interested in the data, will get a copy.
Note that SPIN is based on data-centric routing [69]
where the sensor nodes broadcast an advertisement for
the available data and wait for a request from interested
sinks.
Directed Diffusion -Thedirected diffusiondata dissemi-
nation paradigm is proposed in [83] where the sink sends
out interest, which is a task description, to all sensors
as shown in Figure 7(a). The task descriptors are named
by assigning attribute-value pairs that describe the task.
Each sensor node then stores the interest entry in its
cache. The interest entry contains atimestamp field
and severalgradient fields. As the interest is propagated
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Fig. 7. An example of directed diffusion [83].

throughout the sensor network, the gradients from the
source back to the sink are set up as shown in Figure
7(b). When the source has data for the interest, the source
sends the data along the interest’s gradient path as shown
in Figure 7(c). The interest and data propagation and
aggregation are determined locally. Also, the sink must
refresh and reinforce the interest when it starts to receive
data from the source. Note that the directed diffusion is
based on data centric routing where the sink broadcasts
the interest.
Energy-aware routing -Shah and Rabaey [171] pro-
posed a routing protocol in which the paths between the
source and sink are determined by means of a probability
function. The purpose is to increase the lifetime of the
network without depleting the energy of nodes that lie
on the minimum energy path. The probability function
in choosing the path is based on the energy consumption
of each path.
Gradient-based routing -Schurgers et al. [164] proposed
an enhanced version of the Directed Diffusion that
includes the hop-number when the interest is diffused
to the network. As a result, the nodes in the network
know the minimum number of hops away from the sink.
In addition, nodes relaying data for multiple paths may
spread the data trying to achieve an even distribution of
the traffic throughout the network.

Besides data-centric, some routing protocols that are
based on a flat-architecture are proposed [72], [76],
[77], [219]. The spatiotemporal multicast protocol [76]
provides an interesting way to support an application in-
formation delivery request. A request session is specified
by a tuple, (m, Z(t), Ts, T ). m is the request message
andZ(t) is the mobile area where the messagem should
disseminate.Ts is the sending time, andT is the duration
that the request is valid. SinceZ(t) is the mobile area
at time t, the sensor nodes that receive the messagem

Sensor nodes

Z(t)

Fig. 8. Spatiotemporal Multicast Protocol

change as well over time. As shown in Figure 8, the
solid-rectangle is the mobile areaZ(t). It can slide to
the right as timet changes. As a result, the sensor nodes
that receive the messagem changes.

B. Hierarchical protocols

Sensor nodes are deployed with a limited amount
of energy. Hierarchical-architecture protocols are pro-
posed to address the scalability and energy consump-
tion challenges of sensor networks. Sensor nodes form
clusters where the cluster-heads aggregate and fuse data
to conserve energy. The cluster-heads may form another
layer of clusters among themselves before reaching the
sink. Some of the hierarchical protocols proposed for
sensor networks are Low-Energy Adaptive Clustering
Hierarchy (LEACH) [68], Power-efficient GAthering in
Sensor Information Systems (PEGASIS) [103], [104],
Threshold sensitive Energy Efficient sensor Network pro-
tocol (TEEN) [111], and AdaPtive Threshold sensitive
Energy Efficient sensor Network protocol (APTEEN)
[112].
LEACH - LEACH is a clustering-based protocol that
minimizes energy dissipation in sensor networks [68].
The purpose of LEACH is to randomly select sensor
nodes as cluster-heads, so the high energy dissipation
in communicating with the base station is spread to all
sensor nodes in the sensor network. The operation of
LEACH is separated into two phases, the set-up phase
and the steady phase. The duration of the steady phase
is longer than the duration of the set-up phase in order
to minimize the overhead.

During the set-up phase, a sensor node chooses a
random number between 0 and 1. If this random number
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is less than the thresholdT (n), the sensor node is a
cluster-head.T (n) is calculated as:

T (n) =

{
P

1−P∗[r mod(1/P )] if n ∈ G

0 otherwise

where P is the desired percentage to become a cluster-
head, r is the current round, and G is the set of nodes that
have not being selected as a cluster-head in the last1/P
rounds. After the cluster-heads are selected, the cluster-
heads advertise to all sensor nodes in the network that
they are the new cluster-heads. Once the sensor nodes
receive the advertisement, they determine the cluster that
they want to belong based on the signal strength of the
advertisement from the cluster-heads to the sensor nodes.
The sensor nodes inform the appropriate cluster-heads
that they will be a member of the cluster. Afterwards,
the cluster-heads assign the time on which the sensor
nodes can send data to the cluster-heads based on a Time
Division Multiple Access (TDMA) approach.

During the steady phase, the sensor nodes can begin
sensing and transmitting data to the cluster-heads. The
cluster-heads also aggregate data from the nodes in their
cluster before sending these data to the base station.
After a certain period of time spent on the steady phase,
the network goes into the set-up phase again and entering
into another round of selecting the cluster-heads.
PEGASIS -PEGASIS requires the nodes in the network
to form chains. Each node within a chain aggregates data
from its neighbor until all the data is aggregated at one
of the sensor nodes. Only one node within a chain is
allowed to communicate with the base station. By using
this method, the number of transmissions with the base-
station is reduced but at the expense of long-propagation
delay.
TEEN and APTEEN - The TEEN protocol organizes
the sensor nodes into multiple levels of hierarchy, where
data is transmitted by the cluster heads until the base
station is reached. The sensor nodes are programmed to
respond to sensed-attribute changes, e.g., temperature or
magnetic flux, by comparing the measured value with the
hard and soft thresholds. If the measured value exceeds
the hard and soft threshold limits, the data is sent to
upper level hierarchy toward the base station. Since
TEEN is based on fixed threshold limits, it is not suitable
for periodic reports required by some applications. An
advancement of TEEN is APTEEN, which aims at both
servicing periodic inquiries and responding to sensed-
attribute changes.

In addition, Younis et al. [215] proposes to use the
cluster heads as gateways. The cluster heads are assumed
to know the location of the sensor nodes to schedule data
delivery and route setup. After sensor nodes collect the

data, the data is passed to the cluster-head where the
data may be fused or aggregated before sending to the
sink or user. Furthermore, an architecture is proposed
by Subramanian and Katz [189] to self-organize the
sensor nodes. In this architecture, all the sensor nodes
are assigned an address, and nodes that act as routers
are stationary and form a backbone where collected data
is routed.

Although a hierarchical-architecture is an easy way
to manage and organize the sensor nodes, it faces ro-
bustness issues such as failure of the cluster heads. In
addition, the hierarchical-structure may not be evenly
spread out causing congestion at some cluster-heads.

C. Location-based protocols

Another class of routing protocols is based on lo-
cation. For example, these protocols are MECN [155],
SMECN [97], and GAF [210]. If the locations of the
sensor nodes are known, the routing protocols can use
this information to reduce the latency and energy con-
sumption of the sensor network. Although GPS is not
envisioned for all types of sensor networks, it can still be
used if stationary nodes with large amount of energy are
allowed. In addition, it simplifies the routing protocols.

On the other hand, the error in location detection
can cause error in routing. For example, sensor nodes
are prone to failure, and they may be deployed in a
hostile environment. If the GPS or the location device
is broken/damaged, sensor nodes that depend on the
GPS/location device are rendered useless. In addition,
the monetary cost for the GPS may be expansive for
some applications. Also, the power consumption and size
of the GPS may not be appropriate if sensor nodes are
operated by batteries and deployed in thousands.
Small Minimum Energy Communication Network
(SMECN) - A protocol is developed in [155], which
computes an energy efficient subnetwork , namely the
Minimum Energy Communication Network (MECN),
when a communication network is given. A new algo-
rithm called Small MECN (SMECN) is proposed by [97]
to also provide such a subnetwork. The subnetwork, i.e.,
subgraph, constructed by SMECN is smaller than the one
that is constructed by MECN if the broadcast region is
circular around a broadcaster for a given power setting.
The subgraphG of the graphG′, which represents the
sensor network, minimizes the energy usage satisfying
the following conditions: the number of edges inG is
less than inG′ while containing all nodes inG′; if two
nodes,u and v, are connected in graphG′, they are
also connected in subgraphG; the energy required to
transmit data from nodeu to all its neighbors in subgraph
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G is less than the energy required to transmit to all
its neighbors in graphG′. The SMECN also follows
the minimum-energy property, which MECN uses to
construct the subnetwork. The minimum-energy property
is such that there exists a minimum-energy path in
subgraphG between nodeu and v for every pair (u,v)
of nodes that are connected inG′.

The power required to transmit data between nodeu
and v is modeled asp(u, v) = td(u, v)n, where t is
a constant,d(u, v) is the distance between nodeu and
v, andn ≥ 2 is the path-loss exponent experienced by
radio transmission. Also, the power needed to receive
data isc. Sincep(u, v) increases bynth power of the
distance between nodeu andv, it may take less power
to relay data than directly transmit data between nodeu
and v. The path between nodeu (i.e., u0) and v (i.e.,
uk) is represented byr, wherer = (u0, u1, ..., uk) in the
subgraphG = (V, E) is an ordered list of nodes such
that the pair (ui,ui+1) ∈ E. Also, the length ofr is k.
The total power consumption between nodeu0 and uk

is:

C(r) =
k−1∑

i=0

(p(ui, ui+1) + c) (5)

wherep(ui, ui+1) is the power required to transmit data
between nodeui andui+1, andc is the power required
to receive data. A pathr is aminimum-energy pathfrom
u0 to uk if C(r) ≤ C(r′) for all pathsr′ between node
u0 and uk in G′. As a result, a subgraphG has the
minimum-energy property if for all (u,v) ∈ V , there
exists a pathr in G, which is a minimum-energy path
in G′ between nodeu andv.

D. QoS-based protocols

Some of the routing protocols [1], [6], [23], [32], [66],
[90], [91], [97], [98], [185] aim to minimize the energy
consumption of the network by using the remaining
energy of the sensor nodes as a metric of optimization.
Minimum cost path -Chu et al. [32] proposes a protocol
that tries to find the minimum cost path to route the
data. The cost function captures the delay, throughput,
and energy consumption of the node. The protocol has
two phases. The first phase requires all the nodes in the
network to calculate the cost to the sink. Initially, the sink
sends a message. The neighbors that receive this message
adjust their cost by summing the cost of the link and the
cost of the node that has sent the message. Afterwards,
this message is broadcast to the neighbors. At the end
of the first phase, all the sensor nodes know the cost
to send a message to the sink. In the second phase, the
source broadcasts the data message to its neighboring

nodes. The neighboring nodes check the remaining cost
of the message. If the cost is not sufficient to reach the
sink, the message is dropped; otherwise, the message is
forwarded until it has reached the sink.
Stateless protocol -In addition to the protocols that
use energy consumption as a metric, SPEED [66] aims
to provide soft real-time end-to-end guarantees. It uses
location-based schemes to find the routes to the sink,
and the end-to-end delay of the packet is determined
prior to admission. The SPEED protocol tries to ensure
the end-to-end delay of the packets that may be critical
for certain applications.
Sequential Assignment Routing (SAR) -In [185], a set
of algorithms, which perform organization, management
and mobility management operations in sensor networks,
are proposed. Self organizing medium access control for
sensor networks (SMACS) is a distributed protocol that
enables a collection of sensor nodes to discover their
neighbors and establish transmission/reception schedules
without the need for a central management system. The
eavesdrop-and register (EAR) algorithm is designed to
support seamless interconnection of the mobile nodes.
The EAR algorithm is based on the invitation messages
and on the registration of stationary nodes by the mobile
nodes. The SAR algorithm creates multiple trees where
the root of each tree is an one hop neighbor from the
sink. Each tree grows outward from the sink while avoid-
ing nodes with very low QoS (i.e., low throughput/high
delay) and energy reserves. At the end of this procedure,
most nodes belong to multiple trees. This allows a sensor
node to choose a tree to relay its information back to the
sink. There are two parameters associated with each path,
i.e., a tree, back to the sink:

• Energy Resources: The energy resources is esti-
mated by the number of packets, which the sensor
node can send, if the sensor node has exclusive use
of the path.

• Additive QoS Metric: A high additive QoS metric
means low QoS.

The SAR algorithm selects the path based on the energy
resources and additive QoS metric of each path, and
the packet’s priority level. As a result, each sensor node
selects its path to route the data back to the sink.

Also, two more algorithms called single winner elec-
tion (SWR) and multi winner election (MWE) handle
the necessary signaling and data transfer tasks in local
cooperative information processing.

E. Open research issues

In summary, designing routing protocols for sensor
networks is a challenging problem. The size, energy, and
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robustness constraints of the sensor nodes have a signif-
icant impact in routing that traditional ad-hoc networks
do not have [3]. Although many protocols are proposed,
the need to have robust yet efficient routing protocols
is still there. For example, different QoS protocols are
needed. Instead of just using energy consumption as a
metric, end-to-end delay and packet-loss ratio may be
used.

VIII. D ATA L INK LAYER

WSN applications rely on multiple sensor feedback for
interaction with the environment. The main objectives
of the data link layer in this interaction aremulti-
plexing/ demultiplexing of data, data frame detection,
medium access,anderror control. Contrary to traditional
networks, WSNs, however, are characterized by low
energy requirements and collaborative nature of sensors.
Hence, the design of data link layer protocols encounter
unique challenges as opposed to traditional networking
protocols. In the following two subsections, the data link
layer issues are explored within the discussion of the
medium access and error control strategies and recently
proposed solutions in the WSNs are explained.

A. Medium Access Control (MAC)

Each sensor node shares the same physical wireless
medium with other nodes inside their transmission re-
gion. Since the nodes communicate through a common
wireless multiple access channel, the design ofMedium
Access Control(MAC) layer is of crucial importance.
The MAC layer protocols ensure communication in the
wireless medium such that communication links between
nodes should be established in order to provide connec-
tivity throughout the network. Moreover, the access to
the channel should be coordinated such that collisions
are minimized or eliminated.

In addition to the traditional requirements of the
MAC layer, the distributed nature of the WSN and the
application-oriented traffic properties of sensor applica-
tions pose additional unique challenges to MAC layer
for WSN. Thus, traditional MAC protocols are deemed
impractical. The most important properties of the WSN
that is crucial to the design of new MAC protocols are
discussed as follows:
• Energy Consumption:The low cost requirements

and the distributed nature of the sensor nodes con-
strain the energy consumption of all the layers [3].
Hence, energy efficiency is of primary importance
for the MAC layer protocol design. The MAC layer
protocol should ensure that nodes transmit their
information with minimum energy consumption

which can be achieved by minimizing idle listening
times and collisions among sensor nodes.

• Application-oriented Traffic: The application-
oriented nature of the WSN should be exploited
in order to increase the performance of the MAC
protocol. In traditional networks, per-node fairness
is an important aspect of the MAC layer protocol
due to the competitive nature of the nodes. In WSN,
however, the system is interested in the collective
information provided by the sensors instead of the
information sent by each node. Hence, MAC layer
protocols should take a collaborative approach so
that the application specific information is exploited
to enhance the performance. As an example, in
monitoring applications, where the traffic follows a
periodic pattern, a reservation-based approach can
be used to exploit the periodicity in the traffic. On
the other hand, in event based applications, where
bursty traffic is generated only during duration of
events, an access mechanism that is adaptive to the
generated traffic is necessary.

• Network Topology:The topological awareness of
the network is another property that should be
incorporated into MAC protocols. In WSN, large
number of sensor nodes can be deployed [3]. The
increasing density increases the number of nodes
in reach of a sensor node which can be viewed
both as a disadvantage and an advantage. Increasing
network density increases the number of nodes con-
tending with each other resulting in higher collision
probability. On the other hand, the connectivity
of the network can be provided without compro-
mising from the increased transmission power due
to the high number of neighbor nodes. Moreover,
the multi-hop nature of the network needs to be
exploited in the MAC layer for improved delay and
energy consumption performance.

• Spatial Correlation: Due the high density of the
sensor nodes, the information gathered by each node
is highly correlated [199]. Intuitively, data from
spatially separated sensors is more useful to the
sink than highly correlated data from closely located
sensors. Hence, it may not be necessary for every
sensor node to transmit its data; instead, a smaller
number of sensor measurements might be adequate
to communicate the event features to the sink. Ex-
ploiting the correlation between sensor nodes in the
MAC layer protocol can be a promising approach
to further improve overall network performance.

In order to address the challenges presented above,
significant number of MAC protocols have been devel-
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Fig. 9. General frame structure for TDMA-based MAC protocols.

oped recently. The approaches taken in these works can
be classified into two main schemes, i.e.,reservation-
based medium accessandcontention-based medium ac-
cess. Moreover, there exists hybrid solutions that merge
these two schemes along with cross-layer approaches,
which incorporate information from other layers into
the MAC layer functionalities. In the following sections,
the fundamental MAC approaches, the hybrid solutions
and the cross-layer approaches are discussed based on
their applicability in WSN along with the proposed MAC
solutions.

1) Reservation-based Medium Access:Reservation-
based protocols have the advantage of collision-free
communication since each node transmits data to a
central agent during its reserved slot. Hence, the duty
cycle of the nodes is decreased resulting in further
energy efficiency. Recently,time-division multiple access
(TDMA)-based protocols have been proposed in the
literature. Generally, these protocols follow common
principles, where the network is divided into clusters
and each node communicates according to a specific
super-framestructure. The super-frame structure which
generally consists of two main parts is illustrated in
Fig. 9. Thereservation periodis used by the nodes to
reserve their slots for communication through a central
agent, i.e.,cluster-head. The data period consists of
multiple slots, that is used by each sensor for transmit-
ting information. Among the proposed TDMA schemes,
the contention schemes for reservation protocols, the
slot allocation principles, the frame size and clustering
approaches differ in each protocol. We explain each
protocol along these common features in the following.

In [5], an energy-aware TDMA-based MAC protocol
is presented. In the paper, sensor network is assumed to
be composed of clusters and gateways, hence implicit
clustering algorithm is not provided. Each gateway acts
as a cluster-based centralized network manager and
assigns slots in a TDMA frame based on the traffic
requirements of the nodes.

In [152], energy efficient collision-free MAC protocol
is presented. The protocol is based on a time-slotted
structure and uses a distributed election scheme based on
traffic requirements of each node to determine the time
slot that a node should use. Each node gets information

about its every two-hop neighbor and the traffic infor-
mation of each node during a random access period, i.e.,
the reservation period. Based on this information, each
node calculates its priority and decides on which time
slot to use. Nodes sleep during their allocated slots if
they do not have any packets to send or receive .

An intra-cluster communication bit-map-assisted
(BMA) MAC protocol is proposed in [101] with
an energy efficient TDMA (E-TDMA) scheme. The
protocol consists ofcluster set-up phaseand steady
state phase. In the cluster set-up phase, cluster head is
selected based on the available energy in each node.
Accordingly, an E-TDMA MAC scheme is used in
each of the clusters formed by the cluster-heads. In
each superframe, the reservation period is slotted for
contention and the data period is divided into two
periods, i.e., data transmission period and idle period.
The duration of the data period is fixed and the data
transmission period is changed based on the traffic
demands of the nodes.

In [124], an adaptive low power reservation based
MAC is proposed. The authors propose a clustered hier-
archical organization, where the cluster-head is chosen
as a result of contention. The reservation period is
composed of three parts. Incontrol slot, the cluster-head
broadcasts control info such as frame length and the end
of clustership info. In thereservation request window
and reservation confirmation slot, slot allocations are
performed. The frame size is determined according to the
probability of transmission failures of request packets.

Moreover, in [38] and [107] TDMA-based MAC
protocols are also proposed for WSN. However, since
the main contribution of these protocols are cross-layer
optimization techniques, we explore these protocols in
Section VIII-A.4.

Overall, TDMA-based protocols provide collision-free
communication in the WSN, achieving improved energy
efficiency. However, such TDMA-based protocols re-
quire an infrastructure consisting of cluster heads which
coordinate the time slots assigned to each node. Al-
though many clustering algorithms have been proposed
with these protocols, the optimality and the energy
efficiency of these algorithms still need to investigated.
In addition, TDMA-based protocols cause high latency
due to the frame structure. Hence, TDMA-based MAC
protocols may not be suitable for WSN applications
where delay is important in estimating event features
and the traffic has bursty nature. Moreover, since a time
slotted communication is performed in the clusters, inter-
cluster interference has to be minimized such that nodes
with overlapping schedules in different clusters do not
collide which each other. Finally, time synchronization
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is an important part of the TDMA-based protocols and
synchronization algorithms as explained in Section XI
are required.

2) Contention-based Medium Access: The
contention-based protocols generally do not require any
infrastructure such as clusters since every node tries to
access the channel based on carrier sense mechanism.
Although the reservation periods of TDMA-based
protocols can be classified as contention-based medium
access, here we refer to the actual transmission of
data. Contention-based protocols provide robustness
and scalability to the network. However, the collision
probability increases with increasing node density.
In addition, contention-based protocols can support
variable, but highly correlated and dominantly periodic
traffic.

The most common contention-based protocol which
also constitutes a ground for other protocols is the
IEEE 802.11 MAC protocol [81], [82]. However, IEEE
801.11 performs poorly in terms of energy efficiency,
since nodes have to listen to the channel for contention
and before transmission, Nodes also consume energy
during the idle listening period [213]. In addition, as the
density of the network increases, the collision avoidance
mechanism becomes ineffective due to increased number
of hidden nodes [201]. Hence, appropriate enhancements
are required in the WSN scenario.

An energy-efficient MAC protocol for WSN is in-
troduced in [213], where the authors aim to decrease
the energy consumption while trading off throughput
and latency. While the protocol is based on the IEEE
802.11 RTS/CTS/DATA/ACK scheme [82], the authors
introduce periodic sleep and listen cycles to reduce idle
listening. Nodes that are in the transmission range of
each other synchronize themselves according to a sleep
schedule. Moreover, overhearing avoidance procedure
is introduced to further improve energy efficiency. In
addition, a message passing feature is proposed which
enables transmitting a message in a burst. In order
to decrease the delay performance in the multi-hop
architecture, adaptive listening procedure is introduced
in [214]. The adaptive listening procedure notifies nodes
two hop away from the transmission such that potential
next hop nodes wait for the transmission. This decreases
the dependence of latency on the number of hops by two.

One of the disadvantages of S-MAC is that it can
not provide adaptivity to bursty traffic since the sleep
schedules are fixed length. In [40], T-MAC is presented
which introduces an adaptive duty cycle. The nodes
listen to the channel only when there is traffic which
reduces the amount of energy wasted on idle listening.
Both S-MAC and T-MAC provide significant energy

savings compared to IEEE 802.11, however, at the cost
of increased latency and throughput degradation.

Generally, contention-based protocols provide scala-
bility and lower delay, when compared to reservation-
based protocols. On the other hand, the energy con-
sumption is significantly higher than the TDMA-based
approaches due to collisions and collision avoidance
schemes. Moreover, contention-based protocols are more
adaptive to the changes in the traffic volume and hence
applicable to applications with bursty traffic such as
event-based applications. Furthermore, the synchroniza-
tion and clustering requirements of reservation-based
protocols make contention-based more favorable in sce-
narios where such requirements can not be fulfilled.

3) Hybrid Medium Access:While a pure TDMA-
based access scheme dedicates the entire channel to a
single sensor node, a pureFrequency-Division Multi-
ple Access(FDMA) or Code-Division Multiple Access
(CDMA) scheme allocates minimum signal bandwidth
per node. Such contrast brings the tradeoff between the
access capacity and the energy consumption. Hybrid
schemes in reservation-based protocols aim to leverage
the tradeoff introduced in channel allocation by combin-
ing TDMA approaches with FDMA or CDMA schemes.

In [177], an analytical formula is derived to find
the optimum number of channels for each node, which
gives the minimum systempower consumption. This
determines the hybrid TDMA-FDMA scheme to be used.
Although the MAC protocol also assumes that clusters
are formed in the network, it is a good example of cross-
layer optimization where the MAC protocol is designed
according to the physical layer properties.

In [64], a low power distributed MAC protocol which
uses multiple channels and random access is presented.
Spread spectrum CDMA is used for multiple channels
and each node share a limited number of channels which
are distributed as a result of contention. The channel
assignment is modeled as a two-hop coloring problem
and an heuristic is used in the protocol. Moreover, each
node wakes up its corresponding neighbor by using a
wake-up radio, which works separately from the data
radio and monitors the channel at a very low power. The
most important contribution of the protocol is that node
addressing is done according to the channel number.

Hybrid reservation-based solutions, provide perfor-
mance enhancements in terms of collision avoidance and
energy efficiency due to improved channel organization.
However, such protocols require sophisticated physical
and MAC layer protocols that support CDMA or FDMA
communication or unique radio components. Hence,
these protocols may not be applicable for high density
WSN where sensor node cost is an important factor.
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IEEE 802.15.4 is also proposed for low data rate
wireless networks which combines reservation-based and
contention-based approaches [80]. It introduces a super-
frame structure with two disjoint periods, i.e. contention
access period and contention free period. The network is
assumed to be clustered and each cluster head, i.e. PAN
coordinator, broadcasts the frame structure and allocates
slots to prioritized traffic in the contention free period.
In the contention period nodes contend using CSMA/CA
or slotted CSMA/CA to access the channel. Although
this protocol aims prioritization and energy efficiency up
to 1% duty cycles, it requires a cluster-based topology,
which may not applicable to some WSN scenarios.

4) Cross-Layer Solutions:It has been shown in [137]
that multi-hop nature of the WSN introduces a network
delay in S-MAC [214]. More specifically, the multi-hop
latency increases linearly with the hop count. Although
the slope of the linearity is reduced to half by the
adaptive listening algorithm [214], the protocol still in-
troduces significant latency compared to pure contention-
based protocols. Likewise, the frame structure in TDMA-
based protocols along with the multi-hop nature of the
WSN architecture, imposes significant network delay.
Hence, it is clear that the multi-hop route of the packets
should also be considered in the MAC protocols for
WSN. Consequently, route-aware protocols have been
proposed for satisfactory data delivery in the WSN.

In [107], a route-aware contention-based MAC proto-
col for data gathering (DMAC) is proposed for WSN
where data is collected through a unidirectional tree.
The protocol introduces a sleep schedule such that the
nodes on a multihop path wake up sequentially as the
packet traverses. Moreover, since small sized packets
are used, RTS/CTS mechanism is not used. DMAC
incorporates local synchronization protocols in order to
perform local scheduling and uses data prediction in case
a node requires a higher duty cycle for data transmission.
Based on these techniques, multi-hop effects on the delay
performance is minimized specifically for data gathering
applications where a unidirectional tree is used.

In [38], a TDMA-based MAC protocol is used, where
the frame length is determined according to the routing
requirements. Moreover, the transmit power and the
hop number selection for a specific route are jointly
optimized based on physical layer, link layer and net-
work layer requirements. Based on the link information
between nodes and the topology of the network, the
constellation sizes for data encoding in the physical layer
is optimized to reduce transmission time and energy
consumption for a delivery of a packet.

A converse approach of selecting relays based on
contention is used in [224]. In this scheme, the next hop

in the network is determined as a result of contention
for CTS messages after an RTS message has been sent.
Moreover, each node performs periodic sleep in order
to save energy and contend for the relay role based
on priority-based backoff policy. Consequently, energy
consumption and latency is decreased since a specific
node is not waited for next hop transmission. Similarly,
MAC layer information is used as the basis for achieving
energy-efficient routing in [158].

Incorporating physical layer and network layer infor-
mation into the MAC layer design improves the perfor-
mance in WSN. Route-aware protocols provide lower de-
lay bounds while physical layer coordination improve the
energy efficiency of the overall system. Moreover, since
sensor nodes are characterized by their limited energy
capabilities and memory capacities, cross-layer solutions
provide efficient solutions in terms of both performance
and cost. However, care must be taken while designing
cross-layer solutions since the interdependence of each
parameter should be analyzed in detail.

5) Open Research Issues:In summary, medium ac-
cess solutions tailored to the unique challenges of WSN
paradigm is required for satisfactory transmission of
event features to the sink. Although the abovementioned
solutions provide appropriate solutions to the many of
the challenges in WSN, there still exists many open
research issues to be researched for MAC protocols in
WSN. We summarize the open research issues as below:
• Mobility support: Although efficient MAC proto-

cols have been developed for WSNs, these protocols
are tailored to static nodes. However, the devel-
opments in MEMS and robotics technology have
enabled production of mobile sensor nodes for low
cost. Hence, mobility support at the MAC layer is
required also for WSN applications.

• Real-time communication: As discussed above,
both contention-based and reservation-based proto-
cols do not try to provide low-delay medium ac-
cess. Moreover, the access latency is usually traded
off for energy conservation. However, in order for
WSNs to provide real-time support for delay cru-
cial applications, low latency MAC protocols are
required.

• Cross-layer optimization: In order to improve the
energy efficiency of medium access in WSN, cross-
layer optimization of data link layer with physical,
routing and transport layers is crucial. As explained
above, there exists some solutions about cross-layer
optimization using routing and physical layer infor-
mation, however more extensive research is required
in order to determine the parameters effecting such
an integrity as well as transport layer integration.
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• Spatial correlation: The high density in the WSN
pose highly correlated data for spatially close sensor
nodes as discussed above. Hence, MAC protocols
that collaboratively filter the redundant data before
being transmitted to the network is required for
improved energy end latency efficiency in WSN.

B. Link Layer Reliability

The main objectives of the data link layer are mul-
tiplexing/demultiplexing of data, data frame detection,
medium access, and error control. While fulfilling these
objectives, data link layer should provide reliable and
energy efficient point-to-point and point-to-multipoint
communication throughout the network. An overview of
the data link components are shown in Figure 10, which
is implemented in [221].

Network Layer

MAC

Link
Layer

Error
Control

Power

Management

Physical Layer

Fig. 10. An overview of data link layer providing reliability in WSN
[221].

In WSN, where correlation between sensors can be
exploited in terms ofaggregation, collaborative source
coding, or correlation-based protocols, error control is
of extreme importance. Since the abovementioned tech-
niques aim to reduce the redundancy in the traffic by
filtering correlated data, it is essential for each packet to
be transmitted reliably. Moreover, the multi-hop features
of the WSN require a unique definition of reliability
other than the conventional reliability metrics which
focus on point-to-point reliability. More specifically, in
a WSN, when a packet is injected into the network,
each node along the path to the sink consumes a certain
amount of its scarce resources to relay the packet. Each
packet has a different importance due to the path it has
already traversed. Hence, packets in different locations
in the network, require different reliability measures.

Furthermore, in WSN, the applications are interested
in the collaborative information from sensors about a
specific event, rather than individual readings of each
sensor. Consequently, the reliability notion considered
in WSN differs from the approach in traditional wireless
networks, in terms of both multi-hop reliability and
event-based reliability.

In general, the error control mechanisms in communi-
cation networks can be categorized into three main ap-
proaches, i.e.,Power Control, Automatic Repeat reQuest
(ARQ), andForward Error Correction(FEC).
• Power Control: Controlling the transmission power

can be used to achieve desired error rates. Higher
transmission power reduces the packet error rate
by improving the signal-to-noise ratio. As a result,
however, the energy consumption is increased in
addition to increased interference with other nodes.
Power control requires sophisticated protocols to
be implemented which requires additional memory
footprint for the implementation. Another drawback
of power control in error control is that the radio
should support different power levels, which may
not be applicable to many WSNs where low node
cost is of critical importance.

• Automatic Repeat Request (ARQ): ARQ-based error
control mainly depends on the retransmission for
the recovery of the lost data packets/frames. ARQ
protocols enable transmissions of failed packets by
sending explicit acknowledges upon reception and
detection of missing acknowledgments. The main
ARQ strategies can be summarized asGo-Back-
N, Selective Repeat, andStop-and-Wait[105], [29],
[28]. It is clear that such ARQ-based error control
mechanisms incur significant additional retransmis-
sion cost and overhead. Although ARQ-based error
control schemes are utilized at the data link layer for
the conventional wireless networks, the efficiency
of ARQ in sensor network applications is limited
due to the scarcity of the energy and processing
resources of the sensor nodes.

FEC bits ((n−k) symbols)

FEC block (n symbols)

FEC payload (k symbols)

Fig. 11. An illustration of forward error correction (FEC) in WSN.

• Forward Error Correction (FEC): FEC adds re-
dundancy to the transmitted packet such that it
can be received at the receiver error-free even if
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Fig. 12. Probability of error versus transmission power for different
convolutional codes.

the limited number of bits are received in error.
More specifically, in an (n,k) FEC code, as shown
in Figure 11, (n-k) redundant FEC symbols are
added to thek bit FEC payload to improve the
error resilience of the wireless communication at
the cost of increased bandwidth consumption. As a
result, the overall probability of error is decreased.
There exist various FEC codes such as BCH codes,
linear block codes and Reed-Solomon codes, which
are optimized for specific packet sizes, channel
conditions and reliability notions. On the other
hand, for the design of efficient FEC schemes, it is
important to have good knowledge of the channel
characteristics and implementation techniques.

In WSN, energy consumption is the most important
performance metric in the design of communication
protocols. Since the sensor nodes have stringent energy
capabilities, error control protocols should also consider
energy efficiency as the first design goal. The sources
of energy consumption in WSN can be mainly classified
into two types, i.e., computation power and transmis-
sion/receiving power. However, since transmission of a
bit is more costly than processing power, protocols that
exploit the on-board processing capabilities of sensor
nodes are more favorable. Consequently, the use of FEC
is the most efficient solution given the constraints of the
sensor nodes.

The use of FEC codes can decrease the transmit
power due to the increased redundancy in the constructed
packets [177]. The performance of convolutional codes
in terms of probability of error and output transmit power
is shown in Fig. 12 [177]. As shown in Fig. 12, lower
transmit power is possible for a specific probability of

Fig. 13. Total energy consumption for encoding and decoding using
BCH codes.

error using FEC codes. However, the required processing
power due to encoding/decoding of the packet increases
the overall energy consumption. The required energy
during encoding and decoding of BCH codes is shown
in Fig. 13(a) along with the incurred encoding/decoding
latency in Fig. 14 [120]. Moreover, the increase in packet
length also incurs additional energy cost. This additional
cost is due to the longer packet transmission times and
hence, the increased packet collision rate.

Although the FEC can achieve significant reduction
in the bit error rate (BER) for any given value of the
transmit power, the additional processing power that
is consumed during encoding and decoding must be
considered when designing an FEC scheme. FEC is a
valuable asset to the sensor networks if the additional
processing power is less than the transmission power
savings. Thus, the tradeoff between this additional pro-
cessing power and the associated coding gain need to
be optimized in order to have powerful, energy-efficient
and low-complexity FEC schemes for the error control in
the sensor networks. Furthermore, powerful FEC codes
incurs additional decoding latency which should also be
considered in the choice of error control schemes.

Along with the discussions presented above, an adap-
tive error control scheme is presented in [121]. The
transmit power and the coding rate is increased as the
required range between sensor nodes is increased. Given
the BER and latency requirements, the lowest power
FEC code that satisfies these are continuously chosen.
It has been found that using this protocol, energy is
scalable over nearly two orders of magnitude, realizing
range scalability to well over100 m and BER scalability
across several decades. Moreover in [120], adaptive error
control is also discussed as part of a low power WSN
protocols.

Although FEC codes has been shown to provide
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Fig. 14. Total encoding and decoding latency using BCH codes.

flexible error control capabilities over high variety of
ranges between nodes, such an advantage is limited
in scenarios where limited error probabilities are ac-
ceptable. More specifically, for convolutional codes, no
coding provides better energy efficiency for probability
of error,Pb > 10−4 [177]. This is due to the fact that the
encoding/decoding energy is small at highPb and output
power is limited. As a result, the transceiver energy
dominates the overall energy consumption. Since the
packet length is increased due to coding, overall energy
consumption increases. Consequently, if lowerPb is not
required by an application for individual packets from
sensors, FEC coding can be inefficient.

1) Hybrid Solutions:In addition to the various error
control schemes explained above, hybrid solutions also
exist. Especially, data-aware error control schemes aim to
exploit the unique properties of the sensed data such as
spatial and temporal correlation [220]. The correlation
among individual packets helps implementation of hy-
brid error control protocols which require less overhead
and energy consumption [41]. In [113], the effects of
distributed source coding protocols on the reliability and
energy efficiency is investigated. Moreover, a channel
quality-based error control protocol is also proposed
which selects an FEC rate depending on the channel
quality [176].

2) Open Research Issues:While link layer error con-
trol protocols aim to overcome the errors incurred by
the wireless channel, more care can be taken at the link
layer through medium access control (MAC) protocols.
Since MAC protocols govern the procedures to access
the shared wireless channel, the efficiency of the access
scheme helps improve the reliability of the WSN. By
reducing collisions, less energy can be consumed for a
specific communication attempt, preserving the connec-
tivity of the network and hence the overall reliability.
The density of the WSN can also be exploited to provide

more reliable communication. As the network density of
the network increases, the number of nodes contending
with each other increases resulting in higher collision
probability. On the other hand, the connectivity of the
network can be provided without compromising from
the total energy consumption due to the high number
of neighbor nodes. In addition, due the high density of
the sensor nodes, the information gathered by each node
is highly correlated. Exploiting the correlation between
sensor nodes also at the MAC layer can be a promising
approach to further improve overall network reliability.

The data link layer still remains a challenging area
to work in since sensor nodes are inherently low-end.
Combining the low-end characteristic of the sensor nodes
with harsh deployed terrains, collaborative approach and
exploiting the correlation between sensor nodes, it calls
for new medium access as well as error control schemes.

IX. PHYSICAL LAYER

The physical layer is responsible for the conversion
of bit streams into signals that are best suited for
communication across the wireless channel. More specif-
ically, the physical layer is responsible for frequency
selection, carrier frequency generation, signal detection,
modulation and data encryption. The reliability of the
communication depends also on the hardware properties
of the nodes such as antenna sensitivity, and transceiver
circuitry.

The wireless medium used in the WSN is one of most
important factors, since the unique properties of different
media constraints the capabilities of the physical layer.
The unreliability and varying nature of wireless com-
munication channels necessitate efficient error control
strategies to be implemented according to the properties
of the specified wireless medium. The wireless links can
be formed by radio, infrared or optical media. For radio
links, one option is to useIndustrial, Scientific and Medi-
cal (ISM) bands, which offer license-free communication
in most countries. Some of the ISM frequency bands are
already being used for communication in cordless phone
systems and wireless local area networks. Much of the
current hardware for sensor nodes is based uponradio
frequency (RF) circuit design. TheµAMPS wireless
sensor node [177] uses a Bluetooth-compatible 2.4 GHz
transceiver with an integrated frequency synthesizer. In
addition, the low-power sensor device [208] uses a
single channel RF transceiver operating at 916 MHz.
The Wireless Integrated Network Sensorsarchitecture
[148] also uses radio links for communication. Although
there exists many advantages in using the ISM bands
such as free radio, huge spectrum allocation and global
availability, these bands are prone to interference from
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Fig. 15. Binary Modulation Block.

Fig. 16. M -ary Modulation Block.

different sources which operate in the same frequency.
Hence, careful selection of operation bands in conjunc-
tion with the location of the WSN and sophisticated
interference cancellation hardware is required to provide
reliable communication.

TheUltra Wideband(UWB) or impulse radio has also
been used as communication technology in WSN ap-
plications, especially in indoor wireless networks [122].
The UWB employs baseband transmission and thus,
requires no intermediate or radio carrier frequencies.
Generally, pulse position modulation (PPM) is used.
The main advantage of UWB is its resilience to mul-
tipath fading [36], [95]. Hence, increased reliability is
possible by exploiting the UWB techniques in sensor
networks along with low transmission power and simple
transceiver circuitry.

Infrared communication is also used for inter-node
communication in sensor networks. Infrared communica-
tion is license-free and, in contrast to the RF links, robust
to interference from electrical devices. Although the
infrared medium provides low error rates and prevents
interference, the main drawback is the requirement of a
line-of-sight between the sender and receiver. This makes
infrared a reluctant choice for transmission medium in
the sensor network scenario.

Optical medium can also be used for communication
among sensor nodes. An example is theSmart Dust
mote [89], which is an autonomous sensing, computing,
and communication system that uses optical medium for
transmission. While optical medium can enable ultra-low
power communication with the help of passive devices
and mirrors on the sensor nodes, line of sight require-
ments and robustness problems against node position
changes constitute problems in the deployment of WSN.

The main types of technologies used in WSN can
be classified as narrow-band techniques, spread spec-
trum techniques and ultra-wideband (UWB) techniques.
Narrow-band technologies aim to optimize bandwidth
efficiency by usingM -ary modulation schemes in a
narrow-band. DSSS and UWB, on the other hand, uses
a much higher bandwidth and spreads the information
onto the higher bandwidth. While DSSS usesN -chip
codes for spreading the spectrum, UWB effects the
communication by relative positioning of ultra-wideband
pulses with respect to a reference time [222]. Since UWB
uses bandwidth modulation, implementation costs are
significantly lower than DSSS systems.

In [207], these three technologies are compared in
the context of WSN. It is shown that narrow-band
technologies perform poorly in WSN since they tradeoff
bandwidth efficiency for energy efficiency, while spread
spectrum and UWB enable low-power communication
with robustness against multipath effects. Moreover, a
comparative study between UWB pulse position modu-
lation (UWB-PPM) and DSSS technologies is presented
for secure WSN in [222].In equal bandwidth occupan-
cies, packet error probabilities of the two technologies
are investigated. It is shown that, for binary modulation,
DSSS outperforms UWB. UWB performance is com-
parable to DSSS only for higher modulation schemes,
which however, degrades the advantage of UWB in terms
of low cost. On the other hand, when multipath effects
are considered, UWB provides higher resilience when
compared to DSSS.

The requirements of specific applications of WSN
also constraint the capabilities of sensor nodes. For
instance, marine applications may require the use of the
underwater transmission medium. Hence, acoustic waves
that can penetrate through the water is a favorable choice.
However, the high error rates and the low data rates make
underwater channels challenging to provide reliability.
Inhospitable terrain or battlefield applications might en-
counter error prone channels and greater interference.
Moreover, due to the low cost requirements, antenna of
the sensor nodes might not have the height, sensitivity
and radiation power of those in traditional wireless
devices. Hence, the choice of transmission medium must
be supported by robust coding and modulation schemes
that efficiently model these vastly different channel char-
acteristics.

Channel coding schemes have for long been investi-
gated in the context of wireless communication theory.
There exists many powerful channel codes such as Reed
Solomon (RS) codes, convolutional codes, and BCH
codes. However, recently, the efficiency of distributed
source-channel coding has been investigated in the con-
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text of WSN [58]. Since the information gathered by
sensor nodes follow physical properties of the sensed
phenomenon, the characteristics of the source can be
closely matched with the channel characteristics. It has
been shown that in distributed networks, where the infor-
mation about an event is more important than the indi-
vidual readings of each sensor, source-channel coding re-
sults in optimal results [57]. Moreover, in a recent work,
it has been proved that uncoded transmission achieves a
scaling-law optimal performance. Hence, exploiting the
intrinsic properties of the sensed phenomenon provides
additional advantages to channel coding. Based on the
joint source-channel coding strategies and uncoded trans-
mission principles, many networking protocols extend-
ing the physical layer have also been proposed in the
literature. In [199] possible approaches to transport and
MAC layer protocols exploiting the spatial and temporal
correlation and uncoded transmission in WSN have
been discussed. The distributed source-channel coding
has been exploited in [113] in order to investigate the
reliability vs. efficiency in data gathering. Furthermore,
an application level error correction algorithm is pre-
sented which exploits the spatio-temporal properties of
the physical phenomenon in [41] as an alternative to RS
codes.

The choice of a good modulation scheme is critical for
reliable communication in a sensor network. Generally,
binary orM -ary modulation schemes are used in WSN.
The general structure of binary modulation is given in
Figure 15. In this figure, the frequency synthesizer is
integrated with the modulation circuitry. In binary mod-
ulation, the VCO can be directly or indirectly modulated
[177]. Moreover, theM -ary modulation is illustrated
in Figure 16. UsingM -ary modulation multiple bits
can be sent through the channel. This accomplished by
parallelizing the input data and using these parallel data
as inputs to a digital-to-analog converter (DAC). As a
result, the parallel input levels provide the in-phase and
quadrature components of the modulated signal. Binary
and M-ary modulation schemes are compared in [177].
While an M-ary scheme can reduce the transmit on-time
by sending multiple bits per symbol, it results in complex
circuitry and increased radio power consumption. The
authors of [177] formulate these trade-off parameters and
conclude that under startup power dominant conditions,
the binary modulation scheme is more energy efficient.
Hence, M-ary modulation gains are significant only for
low startup power systems. A low-power direct-sequence
spread-spectrum modem architecture for sensor networks
is presented in [25]. This low power architecture can
be mapped to an ASIC technology to further improve
efficiency.

In [31], a 6.5 GHz energy efficient BFSK modulator
for WSN is implemented. The authors use CMOS tech-
nology to implement high-data-rate, low-power modula-
tor scheme. It is shown that, in WSN applications where
nodes have low duty cycle, small packets and short dis-
tances, startup times of nodes effect energy consumption
significantly. In order to provide faster startup times, a
multiple stage low switching mechanism is incorporated
into the circuit. The FSK modulator achieves significant
energy efficiency compared to existing designs.

In addition to modulation schemes, complete physical
layer designs tailored to the specific requirements of
WSN paradigm is also investigated. An adaptive smart
antenna model is used for data collection in sinks
in WSN [125], [126]. The proposed multifunctional
retrodirective/smart antenna array acts as a transponder
between sensors and data collectors. While collecting
data, the array system works as a smart antenna, while in
transponder mode, the sink sends data to an interrogator.

Although many sensor nodes used today consists of
commercial of the shelf (COTS) components, a high-
quality, integrated wireless sensor node design is pre-
sented in [16]. The nodes are used for very high sensi-
tivity detection in chemical and biological sensing. The
RF chip designed for this node uses spread spectrum
encoding due to the highly resistivity against interference
and multipath effects. The implemented prototypeWirtx1
includes programmable spread-spectrum generator.

It is well known that long distance wireless com-
munication can be expensive, both in terms of energy
and cost. While designing the physical layer for sensor
networks, energy minimization assumes significant im-
portance, over and above the decay, scattering, shadow-
ing, reflection, diffraction, multipath and fading effects.
For instance, multihop communication in a sensor net-
work can effectively overcome shadowing and path loss
effects, if the node density is high enough. Similarly,
while propagation losses and channel capacity limit
data reliability, this very fact can be used for spatial
frequency re-use. Moreover, network layer protocols are
usually developed to provide shortest hop count routes
to the packet. Although these routes may seem optimal
in the network layer, due to high error rates due to
increased transmission range a penalty will be paid [35].
However, with the aid of physical layer implications,
less error prone links can be chosen providing a cross-
layer energy efficient optimization in the WSN. Energy
efficient reliable physical layer solutions are currently
being pursued by researchers. Although some of these
topics have been addressed in literature, it still remains a
vastly unexplored domain of the wireless sensor network
especially in terms of power efficient transceiver design,
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new modulation techniques, and the efficient implemen-
tations of UWB for sensor network applications.

X. L OCALIZATION

In the last few years, many localization techniques
have been proposed for the wireless sensor networks.
They fall into two categories, range-based and range-
free. Range-based protocols require distance/range or
angle estimations to determine the locations of the sensor
nodes. On the other hand, range-free does not while
it still requires beacons/seeds to have known locations.
In the following Subsections X-A and X-B, some of
the protocols in both categories are described in detail.
In addition, Subsection X-C discusses about current
research works that provides valuable foundations for
the localization problem.

A. Range-based

There is a large number of protocols being proposed in
the range-based category. Some protocols borrow ideas
from the robotics area [17], [75], [139].

• Mobile robots for delay-tolerant sensor networks
- Mobile robots [139] move around in the sensor
field measuring/estimating the locations of the sen-
sor nodes. These robots have high computational
capabilities and GPS. As shown in Figure 17, the
mobile robot estimates the locations of the sensor
nodes by the received signal strength (RSS). The
RSS from sensor nodei is represented bypi(t),
which is formulated as

pi(t) = poi − 10εlogdi(t) + vi(t), (6)

wherepoi is a constant due to the transmitted power
and the antenna gain of the mobile robot,ε is the
slope index (e.g., 2 or 4), andvi(t) is the uncertainty
factor due to shadowing.

• Mobile robots and mobile sensor nodes- On the
other hand, the work proposed by [75] uses seeds
just like robots to observe the locations of mobile
sensor nodes. Afterwards, the observations are sent
back to the central processor to predict the locations
of the nodes via Monte Carlo methods. Letlt be the
position distribution of sensor nodes at timet. It is
computed by using the previous observationsLt−1

and current observationot.

Besides using robots, multidimensional scaling (MDS)
technique [87], [173], [174] is used to determine the
locations of the sensor nodes. It relies on seeds with
known locations to create local maps of neighboring
nodes. After these local maps are created, they are
merged at a central processor to provide a network-wide
view of the sensor nodes’ locations.

In addition, some protocols [11], [19], [24], [101],
[128], [132], [140], [153], [160], [161], [162], [179],
[180], [226] rely on the sensor nodes to determine
their own locations by received signal strength, time-of-
arrival, or time-difference-of-arrival between them and
the known-location beacons. The protocols range from
single-hop location estimation to multi-hops. In addition,
known-location beacons are used for trilateration or
multilaterally location estimations.

• Relative location estimation- Authors in [140]
studied the Craḿer-Rao bound (CRB) of relative lo-
cation estimations. Some sensor nodes are assumed
to have known locations, and the rest determines its
relative locations from these sensor nodes by using
received signal strength or time of arrival.

• Ad hoc positioning system- Ad hoc positioning
system (APS) [132] proposes that some sensor
nodes have GPS capabilities. Sensor nodes in the
sensor field contact these GPS enabled sensor nodes
via hop-by-hop communications to obtain their lo-
cations. With this GPS requirement, all sensor nodes
are mapped into a GPS coordinate system.

Another set of protocols looks into the coverage
problem in sensor networks [114], [154], [225], [227].
These protocols try to maximize the coverage area while
maintaining a low number of sensor nodes. For example,
the virtual force algorithm [225] enables the randomly-
placed sensor nodes to move away or toward each other
providing the maximum coverage area in the sensor field.

B. Range-free

Range-free protocols [18], [42], [66], [132], [142] do
not depend on the receive signal strength, time-of-arrival,
or time-difference-of-arrival to determine the location
from the known-location beacons.
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• APIT - Some portion of sensor nodes are assumed
to have high-powered transmitters and location in-
formation from GPS. These sensor nodes are called
beacons, and APIT [66] partitions the sensor field
into triangular regions between beaconing nodes.
The triangular regions can overlap each other allow-
ing sensor nodes to calculate their own locations by
determining the overlapping region of where they
reside.

• Convex position estimation- The position estima-
tion problem is solved by using convex optimiza-
tion. Some sensor nodes are assumed to have known
locations and can communicate with neighboring
nodes. All sensor nodes in the sensor field determine
their connectivity with the neighboring nodes and
report them back to a centralized computer for
position estimation. The connectivity provides a
proximity constraint parameter. For example, if a
node can communicate with another sensor node
and the transmission radius is 20 meters, the sepa-
ration between the two nodes must be less than 20
meters.

C. Localization foundations

Besides designing range-based and range-free local-
ization techniques, some researchers [7], [26], [49], [94],
[141] provide valuable foundations for the localization
problem. For example, authors in [49] provide compu-
tation and complexity analysis of range-based scheme
where sensor nodes determine their locations by mea-
suring the distances to their neighbors. In [7], Aspnes
show the computational complexity using graph theory.

D. Open research issues

Although many localization protocols are proposed,
there is still room for development. For example, re-
searchers should focus on protocols that are robust
to beacon/seed failures. In addition, a distributed bea-
con/seed free localization technique may be a challenge
for future types of sensor networks.

XI. T IME SYNCHRONIZATION

There are three types of timing techniques as shown
in Table II, and each of these types has to address
the design challenges and factors affecting time syn-
chronization, such asrobust, energy aware, server-less,
light-weight, tunable service, temperature, phase noise,
frequency noise, asymmetric delay, and clock glitches. In
addition, the timing techniques have to address the map-
ping between the sensor network time and the Internet

time, e.g., universal coordinated time. In the following,
examples of these types of timing techniques are de-
scribed, namely theNetwork Time Protocol(NTP) [118],
Timing-sync Protocol for Sensor Networks(TPSN) [56],
Reference-Broadcast Synchronization(RBS) [47], and
Time-Diffusion Synchronization Protocol(TDP) [188].

In Internet, the NTP is used to discipline the frequency
of each node’s oscillator. The accuracy of the NTP
synchronization is in the order of milliseconds [79]. It
may be useful to use NTP to disciple the oscillators of
the sensor nodes, but the connection to the time servers
may not be possible because of frequent sensor node fail-
ures. In addition, disciplining all the sensor nodes in the
sensor field maybe a problem due to interference from
the environment and large variation of delay between
different parts of the sensor field. The interference can
temporarily disjoint the sensor field into multiple smaller
fields causing undisciplined clocks among these smaller
fields. The NTP protocol may be considered as type (1)
of the timing techniques. In addition, it has to be refined
in order to address the design challenges presented by
the sensor networks.

As of now, the NTP is very computational intensive
and requires a precise time server to synchronize the
nodes in the network. In addition, it does not take into
account of the energy consumption required for time
synchronization. As a result, the NTP does not satisfy
the energy aware, server-less, and light-weight design
challenges of the sensor networks. Although the NTP
can be robust, it may suffer large propagation delay when
sending timing messages to the time servers. In addition,
the nodes are synchronized in a hierarchical manner, and
some time servers in the middle of the hierarchy may
fail causing unsynchronized nodes in the network. Once
these nodes fail, it is hard to reconfigure the network
since the hierarchy is manually configured.

Another time synchronization technique that adopts
some concepts from NTP is TPSN [56]. The TPSN
requires the root node to synchronize all or part of the
nodes in the sensor field. The root node synchronizes
the nodes in a hierarchical way. Before synchronization,
the root node constructs the hierarchy by broadcasting
a level discoverypacket. The first level of the hierarchy
is level 0, which is where the root node resides. The
nodes receiving thelevel discoverypacket from the root
node are the nodes belonging to level1. Afterwards, the
nodes in level1 broadcast theirlevel discoverypacket,
and neighbor nodes receiving thelevel discoverypacket
for the first time are the level2 nodes. This process
continues until all the nodes in the sensor field has a
level number.

The root node sends atime sync packet to initialize
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TABLE II

THREE TYPES OF TIMING TECHNIQUES

Type Description
(1) Relies on fixed time servers -The nodes are synchronized to time servers that
to synchronize the network are readily available. These time servers are

expected to be robust and highly precise.
[118], [63], [179], [13], [39], [74], [56], [115], [196]

(2) Translates time throughout -The time is translated hop-by-hop from the
the network source to the sink. In essence, it is a time

translation service. [47], [59], [135], [202], [46], [44]
(3) Self-organizes to synchronize -The protocol does not depend on specialized time
the network servers. It automatically organizes and determines

the master nodes as the temporary time-servers. [188], [101]
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the time synchronization process. Afterwards, the nodes
in level 1 synchronize to level0 by performing the two
way handshake as shown in Figure 18. This type of
handshake is used by the NTP to synchronize the clocks
of distributed computer systems. At the end of the hand-
shake at timeg4, node A obtains the timeg1, g2, andg3

from the acknowledgment packet. The timeg2 andg3 are
obtained from the clock of sensor node B whileg1 andg4

are from the node A. After processing the acknowledg-
ment packet, the node A readjusts its clock by the clock
drift value ∆, where∆ = (g2−g1)−(g4−g3)

2 . At the same
time, the level2 nodes overhear this message handshake
and wait for a random time before synchronizing with
level 1 nodes. This synchronization process continues
until all the nodes in the network are synchronized. Since
TPSN enables time synchronization from one root node,
it is type (1) of the timing techniques.

The TPSN is based on a sender-receiver synchroniza-
tion model, where the receiver synchronizes with the
time of the sender according to the two-way message
handshake as shown in Figure 18. It is trying to provide
a light-weight and tunable time synchronization service.
On the other hand, it requires a time server and does
not address the robust and energy aware design goal.

C
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Fig. 19. Illustration of the RBS

Since the design of TPSN is based on a hierarchical
methodology similar to NTP, nodes within the hierarchy
may fail and cause nodes to be unsynchronized. In
addition, node movements may render the hierarchy
useless, because nodes may move out of their levels.
Hence, nodes at leveli can not synchronize with nodes
at level i − 1. Afterwards, synchronization may fail
throughout the network.

As for type (2) of the timing techniques, the RBS
provides an instantaneous time synchronization among a
set of receivers that are within the reference broadcast
of the transmitter [47]. The transmitter broadcastsm
reference packets. Each of the receivers that are within
the broadcast range records the time-of-arrival of the
reference packets. Afterwards, the receivers communi-
cate with each other to determine the offsets. To provide
multi-hop synchronization, it is proposed to use nodes
that are receiving two or more reference broadcasts
from different transmitters as translation nodes. These
translation nodes are used to translate the time between
different broadcast domains.

As shown in Figure 19, nodesA, B, and C are the
transmitter, receiver, and translation nodes, respectively.
The transmitter nodes broadcast their timing messages,
and the receiver nodes receive these messages. After-
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wards, the receiver nodes synchronize with each other.
The sensor nodes that are within the broadcast regions of
both transmitter nodesA andB are the translation nodes.
When an event occurs, a message describing the event
with a time-stamp is translated by the translation nodes
when the message is routed back to the sink. Although
this time synchronization service is tunable and light-
weight, there may not be translation nodes on the route
path that the message is relayed. As a result, services
may not be available on some routes. In addition, this
protocol is not suitable for medium access scheme such
as TDMA since the clocks of all the nodes in the network
are not adjusted to a common time.

Another emerging timing technique is the TDP [188].
The TDP is used to maintain the time throughout the
network within a certain tolerance. The tolerance level
can be adjusted based on the purpose of the sensor
networks. The TDP automatically self-configures by
electing master nodes to synchronize the sensor network.
In addition, the election process is sensitive to energy
requirement as well as the quality of the clocks. The
sensor network may be deployed in unattended areas,
and the TDP still synchronizes the unattended network
to a common time. It is considered as a type (3) of the
timing techniques.

The TDP concept is illustrated in Figure 20. The
elected master nodes are nodes C and G. First, the
master nodes send a message to their neighbors to
measure the round-trip times. Once the neighbors receive
the message, they self-determine if they should become
diffuse leader nodes. The ones elected to become diffuse
leader nodes reply to the master nodes and start sending
a message to measure the round-trip to their neighbors.
As shown in Figure 20, nodesM , N , and D are
the diffused leader nodes of nodeC. Once the replies
are received by the master nodes, the round-trip time

and the standard deviation of the round-trip time are
calculated. The one-way delay from the master nodes
to the neighbor nodes is half of the measured round-
trip time. Afterwards, the master nodes send a time-
stamped message containing the standard deviation to the
neighbor nodes. The time in the time-stamped message is
adjusted with the one-way delay. Once the diffuse leader
nodes receive the time-stamped message, they broadcast
the time-stamped message after adjusting the time, which
is in the message, with their measured one-way delay and
inserting their standard deviation of the round-trip time.
This diffusion process continues forn times, wheren is
the number of hops from the master nodes. From Figure
20, the time is diffused3 hops from the master nodesC
andG. The nodesD, E, andF are the diffused leader
nodes that diffuse the time-stamped messages originated
from the master nodes.

The nodes, which have received more than one
time-stamped messages originated from different master
nodes, use the standard deviations carried in the time-
stamped messages as weighted ratio of their time con-
tribution to the new time. In essence, the nodes weight
the times diffused by the master nodes to obtain a new
time for them. This process is to provide a smooth time
variation between the nodes in the network. The smooth
transition is important for some applications such as
target tracking and speed estimating.

The master nodes are autonomously elected, so the
network is robust to failures. Although some of the
nodes may die, there are still other nodes in the network
that can self-determine to become master nodes. This
feature also enables the network to become server-less if
necessary and to reach an equilibrium time. In addition,
the master and diffusion leader nodes are self-determined
based on their own energy level. Also, the TDP is light-
weight, but it may not be as tunable as the RBS.

In summary, these timing techniques may be used for
different types of applications; each of them has its own
benefits. All of these techniques try to address the factors
influencing time synchronization while design according
to the challenges. Depending on the types of services
required by the applications or the hardware limitation
of the sensor nodes, some of these timing techniques
may be applied.

XII. T OPOLOGYMANAGEMENT

Topology management is a crucial part of WSN com-
munication protocols, since the topology of the network
directly effects the performance of each individual pro-
tocol as well as the overall performance of the network.
In WSNs, topologydoes not only refer to the locations
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of the nodes. Since the sensor nodes are turned off and
on to increase the energy efficiency, the duty cycles of
the nodes are also important. When a node is turned off
it is essentially disconnected from the network, hence
effecting the network performance. In this section, we
investigate topology management in three subsections,
i.e., sensor deployment, topology control and clustering.

A. Sensor Deployment

The physical locations of the nodes in a WSN is
crucial in terms of both communication and sensing.
Since sensor nodes are equipped with radios with limited
range, the communication is performed in a multi-hop
fashion [3]. Hence, connectivity is an important factor
considered for sensor deployment. Moreover, since a
physical phenomenon with spatio-temporal characteris-
tics are observed via the WSN, the deployment of the
nodes also effects the accuracy of the samples collected
regarding the phenomenon. Hence, coverage is also
important for sensor deployment.

In [172], a wireless sensor grid-network is investigated
in terms of coverage and connectivity of the network.
The authors provide methods for determining network
connectivity and coverage given a node-reliability model.
The node-reliability refers to the probability that a node
is active in the network. Moreover, given a power budget,
an estimate of the minimum required node-reliability
for meeting a system-reliability objective can be found.
Although this work focuses on WSN in a grid, it provides
theoretical bounds and insight into deployment of WSN.
It is found that as the node-reliability decreases, the
sufficient condition for connectivity becomes weaker
than the necessary condition for coverage. This implies
that connectivity in a WSN does not necessarily imply
coverage. Furthermore, the power required per each
active node for connectivity and coverage decreases at a
rate faster than the rate at which the number of nodes
increase. Thus, as the number of nodes increase, the total
power required to maintain connectivity and coverage
decreases.

The relationship between reduction in sensor duty cy-
cle and redundancy in sensor deployment is investigated
in [73]. The authors compare two coordination schemes
i.e., random and coordinated sleep algorithms, in terms
of two performance metrics, i.e., extensity and intensity.
Extensityrefers to the probability that any given point is
not covered, whileintensitygives the tail distribution of
a given point not covered for longer than a given period
of time. It is shown that as the density of the network is
increased, the duty cycle of the network can be decreased
for a fixed coverage. However, beyond a certain threshold

increased redundancy in the sensor deployment does not
provide same amount of reduction in the duty cycle.
Moreover, it is shown that coordinated sleep schedules
can achieve higher duty cycle reduction at the cost of
extra control overhead. Using the intensity analysis of the
network, the authors propose a random sleeping schedule
for a satisfactory coverage.

In [225], a virtual force algorithm (VFA) is pro-
posed for enhancing sensor coverage through moving
sensor nodes after an initial random deployment. The
algorithm assumes a cluster-based architecture and VFA
is executed at the cluster-heads. The VFA algorithm
uses virtual positive or negative forces between nodes
based on their relative locations. Moreover, the authors
also propose a target localization algorithm that can be
used in this cluster-based architecture. The simulation
results reveal that VFA algorithm improves the coverage
of the sensor network and increases the accuracy in
the target localization. However, the algorithm requires
either mobile sensor nodes or redeployment of nodes
according to the algorithm, which is not applicable to
all WSNs.

B. Topology Control

In WSN, it is clear that during operation, it would
be difficult or even impossible to access the individ-
ual sensor nodes [92]. Moreover, the sensor topology
changes due to node failures and energy depletion.
Hence, even when an efficient deployment is in place, the
WSN topology should be controlled for longer network
lifetime and efficient communication.

In [92], a distributed self-organization scheme is pre-
sented for topology control. The authors assume a ran-
dom topology with a time slotted medium access scheme
where each nodes access the wireless channel with an
attempt probabilityαi. The optimal self-organization
is performed in order to maximize the communication
throughput. The nodes transmit with probabilityαi and
receive otherwise. It is observed that the saturation
throughput of the network decreases as the transmis-
sion range of a node increases. Moreover, increasing
the arrival rate of the measurements also decreases
the saturation throughput. Based on this observation,
the authors propose an algorithm to form the topology
by constructing directed trees rooted at each sensor.
Consequently, each node decides its attempt probability
based on local measurements. The results show that the
optimal attempt probability is reached by the distributed
algorithm leading to maximum saturation throughput.

A topology management protocol is presented in
[165]. The Sparse Topology and Energy Management
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(STEM) protocol aims to coordinate the sleep transitions
of all the nodes. The sensor nodes are assumed to be
in two states, i.e.,transfer statewhere they forward
data, andmonitoring statewhere they sample event
information. Moreover, the sensors are assumed to be
equipped with two radios, for listening to the channel
and for actual data communication. The authors aim to
optimize the energy efficiency of the network in the
monitoring state by trading off energy consumption in
the monitoring state, versus latency of switching back
to the transfer state. In event based applications, WSN
is usually in the monitoring state, and communication is
only initiated when an event occurs. Hence, in STEM,
nodes turn their radio off and periodically listen to the
channel to check if any node is trying to communicate.
In the case of a communication attempt, the data radio is
turned on and the communication takes place. However,
since the radio is turned off for the majority of the time,
route setup latency increases as a penalty for energy
conservation. The simulation results shows that STEM
combined with GAF can reduce the network energy con-
sumption to7%. Nevertheless, STEM protocol is only
applicable to WSNs where the application is monitoring
oriented and event-based.

An adaptive self-configuring topology management
scheme is presented in [22]. In ASCENT, the redundancy
provided by the high density in deployment is exploited
in order to extend overall system lifetime. Only a small
number of nodes participate in forming a backbone for
the whole network, while the remaining nodes periodi-
cally check the medium to adapt to the network changes.
The management of the nodes is performed by the sink.
When a node receives a high packet error rate, the sink
signals the nodes in the proximity to participate in multi-
hop communication. As a result, more nodes become
active until the error rate is decreased. Moreover, the
nodes also adapt their duty cycle based on the error
rate in order to decrease collisions. The performance
evaluations and testbed experiments show that ASCENT
achieves energy efficiency and high throughput even
when the network density is increased. On the other
hand, latency is increased since a fixed number of nodes
is used for data forwarding in ASCENT.

C. Clustering

In WSN, high density is one of the major differences
between traditional networks. In the wireless domain,
high density has both advantages in terms of connec-
tivity and coverage as well as disadvantages in terms
of increased collision and overhead for protocols that
require neighborhood information. As a result, scalability

is an important problem in WSN protocols as the node
numbers increase. Recently, this problem is addressed
through clustering algorithms, which limit the commu-
nication in a local domain transmitting only necessary
information to the whole network. Overall, clustering
protocols have the following advantages in WSNs:

• Scalability: Cluster-based protocols limit the num-
ber of transmissions between nodes, thereby en-
abling higher number of nodes to be deployed in
the network.

• Collision Reduction:Since most of the functional-
ities of nodes are carried out by the cluster-heads
(CHs), less number of nodes contend for channel
access, improving the efficiency of channel access
protocols.

• Energy Efficiency:In a cluster, the CH is active most
of the time, while other nodes wake-up only in a
specified interval to perform data transmission to
the CH. Further, by dynamically changing the CH
functionalities among nodes, the energy consump-
tion of the network can be significantly reduced.

• Local Information: Intra-cluster information ex-
change between nodes and the CH helps summarize
the local network state and sensed phenomenon
state information at the CH [216], [217].

• Routing Backbone:Cluster-based approaches also
enable efficient building of routing backbone in the
network, providing reliable paths from sensor nodes
to the sink. Since the information to the sink is
initiated only from CHs, route-thru traffic in the
network is decreased.

In [10], an energy efficient hierarchical clustering
algorithm is proposed. The authors aim to minimize
the overall energy consumption of the network as a
clustering metric instead of the minimum number of
clusters or minimum number hops in a cluster metrics
used before. The performance of the protocol depends
on two parameters, i.e.,p, the probability that a node
assigns itself as a clusterhead (CH), andk, the maxi-
mum number of hops this CH information propagates.
Each node becomes a CH with a probability ofp and
notifies this decision up tok hops forming clusters. The
nodes outside the clusters also become CHs. The authors
provide the optimal values ofp and k for minimum
energy consumption in a network with randomly de-
ployed nodes. Moreover, the clustering algorithm is also
extended to form multiple layers of hierarchical clusters.
However, the protocol parameters are calculated based
on only the density of the network. Since, a homoge-
neous distribution is assumed, the energy efficiency of
the clustering protocol may not be optimal in the case
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of non-uniform distribution of nodes.
In [216], a hybrid energy-efficient distributed (HEED)

clustering protocol for WSN is presented. HEED aims to
form one-hop clusters through use of multiple transmit
power levels at the sensor nodes. Each node becomes
a CH based on CH probability,CHprob, determined
according to the residual of the specific node and the
intra-cluster communication cost of the node, had that
node become the CH. The clustering process is per-
formed in a limited number of steps. In each step, each
node becomes CH based on itCHprob, and doubles
its CHprob after each step. The protocol terminates
once theCHprob reaches1. As a result, nodes with
higher residual energy and lower intra-communication
cost become CH. Moreover, the calculation ofCHprob

enables heterogeneous nodes with different batteries to
participate in the network. HEED protocol is shown to
terminate in a limited number of steps and outperforms
generic weight-based clustering protocols.

XIII. E VALUATION OF WSN PROTOCOLS

Due to the application-oriented nature of WSN, the
ultimate goal of any sensor network deployment is to
fulfill the specific requirements and objectives of the
application in place. The realization of these goals,
however, directly depends on the efficient communica-
tion between the wireless sensor network entities, i.e.,
the sensor nodes and the sink. With this regard, the
efficiency and performance of the overall communication
in WSN become one of the most significant factors
influencing the performance of the entire sensor network.
Consequently, exhaustive evaluation of communication
protocols developed for WSN is crucial for efficient
sensor network deployments. In this section, different
methodologies for the evaluation of WSN protocols are
described in detail.

A. Physical Sensor Network Testbeds

As the WSN paradigm is tightly related to the physical
environment and its main objective is to extract informa-
tion about physical phenomenon, physical testbeds are
the most useful tools for the evaluation of the sensor net-
work communication protocols. Furthermore, they also
greatly help assess the performance of communication
protocols in addressing the certain application-specific
requirements and objectives in a real sensor network
deployment scenario.

There exist considerable number of physical testbeds
developed in order to perform experimental evaluation of
sensor networks and devised communication protocols

in the literature. Some of the major testbed development
efforts for sensor network research are pointed out here.

A wireless sensor network testbed calledMoteLab
is deployed [129], which provides a public, permanent
testbed for development and testing of sensor network
applications via an intuitive web-based interface. Mote-
Lab enables users to upload their own executables and
communication protocols to be run on the deployed
Mica2 motes sensor nodes, which helps evaluate sen-
sor network programming environments, communication
protocols, system design, and applications in a physical
experimentation scenario. Several different testbeds for
wireless sensor network experiments have been devel-
oped using Mica motes by SCADDS (Scalable Coor-
dination Architectures for Deeply Distributed Systems)
project [163]. In this testbed environment, sensor nodes
are heterogeneous, with a diverse range of sensing,
actuation and communication capabilities. The objective
of SCADDS testbed is to evaluate coordination and
communication protocols developed for sensor networks
with heterogeneous sensor nodes.

Extensible Sensing System (ESS) is developed as a
physical sensor network testbed for microclimate mon-
itoring in support of a wide range of ecophysiology
studies [192]. The ESS testbed provides a wide range of
scalability and flexibility with a physical sensor network
deployment in the scale of hundreds of nodes. It is
designed to be a testbed for sensors, interface hardware,
RF communication hardware, communication protocols,
databases and user interfaces to be used in habitat
sensing network. SensorScope is another wireless sensor
network testbed deployed with around 20 mica2 and
mica2dot motes, equipped with a variety of sensors (such
as light, temperature or acoustic) [170]. Its objective is to
provide a realistic prototype deployment (motes run on
batteries, no wired backchannel) for research activities
in sensor networks. The design and development of
GNOMES, a low-cost hardware and software hetero-
geneous wireless sensor network testbed, is presented
in [205]. GNOMES testbed is designed to investigate
the properties of heterogeneous wireless sensor net-
works, to test theory in sensor networks architecture,
and be deployed in practical application environments.
Furthermore, it is also used to investigate the design
tradeoffs for different architectures extending the lifetime
of individual nodes in the network.

The Smart Sensor Networks (S-Nets) testbed is intro-
duced in [70] as an architecture and set of distributed
algorithms to extract, interpret and exploit networked
sensor devices. Two complementary implementations of
S-Nets are described as the first one using a set of
Berkeley motes comprised of low-power 8-bit, 128Kb
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memory processors, communication devices and sensors,
and the second on a set of JStamps having 32-bit
controllers, 2Mb of memory and native execution Java
hardware.

A distributed sensor network testbed and a target
surveillance experiment are described in [12], which
are used to demonstrate the integration of distributed
tracking algorithms with strategies for location estima-
tion, energy management and mobility management of
sensor nodes. The testbed incorporates both real sensor
nodes and a simulation environment. Data from real
world tracking experiment is provided to the simulation
environment, where it is used to self-organize the sensor
network in an energy-efficient way [12]. Then the simu-
lation results are provided back to the physical testbed in
order to enable enable the sensor network to reorganize
for reinforced tracking.

A testbed for sensor networks is developed for eval-
uating communication protocols in the SENSONET
project at Broadband and Wireless Networking Lab-
oratory, Georgia Institute of Technology [169]. The
testbed is composed of three parts: core network, core
access network, and sensor field. The core network is
the backbone of the overall sensor network. It consists
of the wireless local area network (WLAN), Internet,
and/or satellite networks. The core access network is
made up of NSAPs, i.e., sinks of the sensor network,
which are emulated by the laptops. The NSAPs integrate
the protocols used in the core network with the ones
used in the sensor network. The sensor field is the
area, where the RAS (route, access, and sense) nodes
are deployed. Each RAS node can be either mobile or
static with the following combination of components: (i)
MPR300CA MICA process/radio board, (ii) MTS310CA
MICA light, temperature, acoustic actuator, magnometer,
and accelerometer sensors, (iii) laptops with WLAN
and 916 MHz radio transceiver, (iv) video and audio
capturing devices, (v) differential Global Positioning
System (GPS), and (vi) remote control cars or brownian
motion cars.

B. Software Environments

In addition to the physical testbeds described in the
previous section, there exist many software simulation
and emulation environments developed for the evaluation
of the sensor networks and communication protocols.
These toolsets are extremely useful especially in cases
where either physical testbeds are not present or not
feasible to be deployed for certain sensor network ap-
plications.

In [146], the design and implementation of ATEMU,
a fine grained sensor network simulator, are introduced.

The objective of ATEMU is to fill the gap between actual
sensor network deployments and sensor network simu-
lations for performance evaluation of sensor networking
protocols. It incorporates both software simulation for
interaction between wireless sensor nodes and software
emulation for individual sensor node operation for Mica2
sensor nodes. ATEMU can also simulate a heterogeneous
sensor network composed of different sensor hardwares
as well as different application objectives.

SENSE (Sensor Network Simulator and Emulator)
is another software environment developed for sensor
network performance evaluation [167]. It incorporates
a component-port model to make simulation models
extensible, and a simulation component classification ap-
proach to solve the problem of handling simulated time.
SENSE simulator has many available components such
as different battery models, application layer, network,
MAC and physical layer functionalities.

In [190], SENS (Sensor, Environment and Network
Simulator), which is a customizable sensor network
simulator for WSN applications, is presented. SENS
consists of interchangeable and extensible components
for applications, network communication, and the phys-
ical environment. Application-specific environments can
be matched with different signal propagation charac-
teristics and users can execute the same source code
on simulated sensor nodes as deployed on actual sen-
sor nodes, enabling application portability. Furthermore,
SENS provides different performance evaluation tools
such as power utilization analysis for development of
dependable applications.

A modeling and simulation framework called Visu-
alSense for wireless sensor networks is presented in
[9]. This framework supports actor-oriented definition of
sensor nodes, wireless communication channels, physical
media such as acoustic channels, and wired subsystems
[9]. The VisualSense simulator software provides a set
of base classes for defining channels and sensor nodes, a
library of subclasses for certain specific channel models
and node models, and an extensible visualization frame-
work.

In [127], a conceptual pico-radio sensor network sys-
tem, and a corresponding design simulation and eval-
uation environment, H-MAS, are presented. H-MAS
separates the tasks of processing and storage from the
sensor nodes through an agent-based computer simula-
tion software. It also has a visualization functionality,
which provides a convenient way to present the design
of sensor networks.

SNetSim is another simulation software developed
for performance evaluation of wireless sensor network
communication protocols [183]. It is an event-driven
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simulation software which runs on Windows operat-
ing system. It provides the user with the flexibility of
determining how the nodes/events are deployed in the
sensor network by selecting a distribution method and
modifying its parameters according to the experiment
requirements. SNetSim also allows to implement new
communication protocols and incorporate them into the
main simulation software. It also provides a graphical
user interface which helps to visually observe, alter
the sensor network simulation, and provide auto-created
graphs using the simulation results.

EmStar [60] is a programming model and software
framework for creating Linux-based sensor network ap-
plications that are self configuring, reactive to dynamics,
and can either be interactively debugged or operate
without user interaction. It provides direct interaction
between simulation modules and programming models
such as routing, retransmissions, node and link failures
and the application while also providing the modularity
of conventional layering approach. The code and the
configuration of EmStar can be also used on the real
sensor node hardware both as a pure simulation or
in a hybrid mode that combines processing done in
simulation and communication, sensing, and actuation
on real (physical) channels.

TinyOS [194] is an open-source operating system de-
signed for wireless embedded sensor networks. It incor-
porates a component-based architecture, which minimize
the code size and provides a flexible platform for imple-
menting new communication protocols. Its component
library includes network protocols, distributed services,
sensor drivers, and data acquisition tools, which can
be further modified or improved based on the specific
application requirements. It is based on an event-driven
execution model which enables fine-grained power man-
agement strategies and provides a software platform that
is perfectly suitable for the unique characteristics of
wireless sensor networks. In [96], a TinyOS mote simu-
lator, TOSSIM, is introduced to ease the development of
sensor network applications. TOSSIM allow thousands
of nodes in a simulation experiment, and compiles di-
rectly from TinyOS code, which enables developers test
both their algorithms and implementations. It simulates
the TinyOS network stack at the bit level, allowing
experimentation with low-level protocols in addition to
top-level application systems. It also provides a graphical
user interface tool, TinyViz, in order to visualize and
interact with running simulations.

In [195], a cycle-accurate instruction-level sensor net-
work simulator called Avrora is presented. Avrora allows
simulation experiments with sensor networks of up to
10,000 nodes and performs as much as 20 times faster

than previous simulators with equivalent accuracy, han-
dling as many as 25 nodes in real-time [195]. An event
queue is used to realized an instruction-level simulation
of microcontroller programs. It also enables developers
to perform evaluation experiments for time-critical ap-
plication scenarios in large-scale sensor networks.

SWANS [191] is another wireless network simulator
developed based on the JiST discrete event simulation
engine which runs over standard Java virtual machine. It
is organized as a set of independent software components
that can be composed to form complete wireless network
or sensor network configurations. It allows users to
simulate sensor networks with significantly large number
of nodes.

In addition to the simulation softwares specifically
developed for sensor network evaluation purposes, there
exist many other general-purpose network simulation
softwares such asns-2 [193], OMNET++ [134], Glo-
MoSim [61], J-SIM, and [88]. These software simula-
tors are also largely used in sensor network research.
However, mostly, additional functionalities and libraries
need to be developed and integrated in order to use these
general-purpose network simulators for sensor network
evaluation. In [136], SensorSim, which is a set of addi-
tional functionalities to ns-2, is presented. SensorSim is
a simulation framework for modeling sensor networks. It
builds up on the ns-2 simulator and provides additional
features for modeling sensor networks including sensing
channel and sensor models, battery models, lightweight
protocol stacks for wireless microsensors, scenario gen-
eration and hybrid simulation. Similarly,nsrlsensorsim
[133] is another set ofns-2 extensions developed by
the Naval Research Laboratory (NRL) in order to enable
sensor network experiments usingns-2 libraries.

XIV. C ONCLUSION

Wireless Sensor Networks have enabled human inter-
action with the physical environment through the use
of fault-tolerant, low-cost sensor nodes. In this paper,
we survey the improvements in the WSN phenomenon
in terms of application areas and protocol developments
after the first and most comprehensive survey on WSN
which was published three years ago [3]. The extensive
research efforts developed throughout the last three years
made realization of such networks possible. Furthermore,
more improved protocols have been proposed using
the experience gained from the realization of WSN in
different scenarios. The discussions carried throughout
this paper reveal that the research in each specific layer
of the WSN stack has provided satisfactory results.
However, WSN phenomenon demands further improve-
ment in overall network performance which can only
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be achieved by incorporating novel techniques such as
cross-layer integration and application-aware tailoring
such as spatio-temporal correlation exploitation. Hence,
we believe that more development to the open research
issues is possible which will lead to the ultimate goals of
the WSN phenomenon discussed in detail in this paper
and in [3].
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