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Abstract— We consider the role of switching in minimizing the WADMs allow a wavelength to either be dropped at a node
number of electronic ports (e.g., SONET ADMs) in an optical or to optically bypass a node. When a wavelength is not
network that carries sub-wavelength traffic. Providing nodes with dropped at a node, an electronic ADM is not required for

the ability to switch traffic between wavelengths, such as ttough .

the use of SONET cross-connects, can reduce the requiredth"jlt wavelength. The reqw.red number of SONET, ADMs can
number of electronic ports. We show that only limited switcting € further reduced bgrooming the lower rate traffic so that
ability is needed for significant reductions in the number of the minimum number of wavelengths need to be dropped at
ports. First, we consider architectures where certain “huly nodes each node.

can switch traffic between wavelengths and other nodes haveon The benefits of grooming with WADMSs have been looked

switching capability. For such architectures, we provide alower . . .
bound on the number of electronic ports that is a function of te at in a number of recent papers including [1-17]. The general

number of hub nodes. We show that our lower bound is relativgt  9rooming problem is NP-complete [1]. However, for several
tight by providing routing and grooming algorithms that nearly ~ special cases, algorithms have been found that significantl
achieve the bound. For uniform traffic, we show that the numbe  reduce the required number of ADMs. For example, for uni-
of electronic ports is nearly minimized when the number of hip form all-to-all traffic, algorithms have been found for bdth

nodes used is equal to the number of wavelengths of traffic . . . - . . L
generated by each node. Next, we consider architectures wiee directional rings [2,4,5] and unidirectional rings [1]. éfestic

the switching ability is distributed throughout the network. Such ~algorithms for general (non-uniform) traffic have also been
architectures are shown to require a similar number of portsas presented in [8-11]. In much of the work on grooming, such as
the hub architectures, but with a significantly smaller “switching  [1,3,8,9,10], it is assumed that each low-rate circuit nstisy
cost.” We give an algorithm for designing such architecturs and 4, the same wavelength between the source and destination.
characterize a class of topologies where the minimum number Thi " b | d wh de i . d
of ports is used. Finally, we provide a general upper bound on " IS assump |on f:an € relaxed wnen a no_ € IS equippe
the amount of switching required in the network. For uniform ~ With @ SONET digital cross-connect (DXC), which allows for
traffic, our bound shows that as the size of the network increses, the electronic switching of low rate streams between SONET
each traffic stream must be switched at most once in order to rings (.e, wavelengths). The added flexibility provided by
achieve the minimum port count. DXCs can enable the traffic to be more efficiently groomed,
Index Terms— Optical Networks, Traffic grooming, SONET. leading to a reduction in the required number of ADMs. An
example of this is given in [1] where it is shown that even a
single hub node with a DXC can reduce the required number

. . . . ) of ADMs over a network with no switching capability, even
Wavelength division multiplexing (WDM) is increasingly, han the hub node is required to have an ADM on every

being deployed to provide high capacity metro core networlﬂﬁavelength. In [5] it was shown that the cost savings, in

Typically these networks have a SONET ring architecturgerms of ADMs, with a single-hub architecture can be as high
where each node in the ring uses a SONET Add/Drop Mugl

- | icall bi ] s 37.5 percent. In other work, such as [4], it is assumed
tiplexer (ADM) to electronically combine several lower €ty ¢ every node can cross-connect every wavelength that is

streams onto a wavelength, e.g. 16 OC-3 circuits can Bg,oheq at that node. Clearly, more switching capabilityf wi

multiplexgd onto one OC-48 stream_. With, WPM' mU|tip|er10t increase the required number of ADMs. However, there is
SONET rings can be supported on a single fiber; however, e‘%FHon-negligible cost associated with providing this etaut

additiongl ring will require additional ADMs. The cost ofgtbe switching. Therefore, in addition to minimizing the recadr
electronic ports dominates the cost of such a network. M3y her of ADMS, it is also desirable to limit the amount of
aging this cost is particularly important in the cost-stwesi switching in the network

metro environment. To reduce the number of eIectronicADMs,In this paper we con'sider architectures that are efficient

WDM Add/Drop Multiplexers (WADMs) can be employed;both in terms of the number of ADMs used, as well as the
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I. INTRODUCTION



the number of ADMs needed for a multi-hub architecture ar m— SONET ADM

provide algorithms for traffic grooming in such a ring. Next
we considewdistributed hub architectures, where each node in
the ring may have limited cross-connect capability. In taise,
each node is able to switch traffic between only a subset of 1
wavelengths dropped at that node. We introduce a new not
of “switching cost” that quantifies the amount of switching
used in a ring. We give examples to show that a distribut
hub architecture can result in an efficient use of ADMs as we¢  a) static b) single hub c)dual hub | &
as a smaller switching cost than a multi-hub architecture. W
identify a class of rings where a distributed hub architectuFig. 1. Possible grooming architectures.
can be found that requires the minimum number of ADMs.
We again provide a heuristic algorithm for grooming and
switching in this type of ring. Finally, we consider an uppewavelengths of traffic to be groomed at the hub at, say, node
bound on the average amount of switching needed in a netwdrkThus with a single hub, each node would use 4 ADMs, and
that minimizes the required number of ADMs. This bounthe hub would need 8x4=32 ADMs for a total of 64 ADMs. In
is general in that it applies to an arbitrary topology and & 2-hub architecture, each node would send two wavelengths
useful in that it provides additional insight into the ambah Wworth of traffic to each hub (for example, at nodes 1 and 5); an
switching needed in a network. additional wavelength would be used for traffic between the
two hubs, resulting in 58 ADMs. Finally a 4-hub architecture
can be used where each node sends one wavelength to each of
four hubs and some additional ADMs are used to handle the
In this paper we primarily consider unidirectional ringnter-hub traffic. Using one of the grooming algorithms that
networks such as a UPSR SONET ring. This is done mainily developed in Sect. IIl.B, a 4-hub architecture can be doun
to simplify our description; as will be evident, much of thdor this ring that requires only 52 ADMs. In the next section,
following can be easily generalized to bi-directional sngwe give a lower bound on the number of ADMs required
and, in some cases, to arbitrary mesh networks. Let thssuming unlimited switching capability; for this exampleat
network nodes be represented by theSet= {1,2,...,N}. bound would be 48 ADMs. Thus, with 4 hubs the bound is
Also, for simplicity, we assume that all traffic has the sammearly met, and any further increase in the amount of switghi
granularity ofg, i.e., g low-rate circuits can be combined oncould at best result in only a moderate additional savings of
each wavelength. ADMs.! Notice that in this case the number of hubs is equal
In Figure 1, three possible ring architectures for a ringhwitto the number of wavelengths generated by a node. It can
N = 4 nodes are shown. Figure 1(a) is a static ring witho@so be shown that using the 4-hub architecture reduces the
cross-connects. In this architecture no switching is eygalp required number of wavelengths from 32 to 26. Thus the 4-hub
hence each circuit must be assigned to a single wavelengtihitecture is more efficient both in the use of wavelengths
that must be processed (dropped) at both the source and akevell as ADMs.
destination. For example all traffic between nodes 1 and 2 mus
be assigned to\;. This static architecture is the traditionalA
SONET ring architecture that has been used in the studies of
[1,2,3]. Figure 1(b) depicts a single hub architecture wher N the following, we develop a lower bound on the required
a large cross-connect is located at one hub (node 3). THgmber of ADMs for aK-hub architecture. We consider the
cross-connect is able to switch any low rate circuit from arfi@se where there is a uniform traffic demand-of g circuits
incoming wavelength to any outgoing wavelength. With thietween each pair of nodes in the riin this case, a lower
architecture, each node can send all of its traffic to the h@@und on the number of ADMs needed in a unidirectional ring,
node where the traffic is switched, groomed and sent ba@&SuUming unlimited switching ability, is given in the follng
to the destination nodes. Finally, shown in Figure 1(c) is RIOPosition, first derived in [5].
multiple hub architecture, with 2 hub nodes (nodes 1 and 3).Proposition 1 ([5]): The number of ADMs,A, needed to
Each hub node has a small cross-connect that can switcle traffiPPort uniform traffic in a unidirectional SONET ring with
among the wavelengths dropped at that node. Each node onRfiEametergN, r, g) is bounded by:
ring can send a fraction of its traffic to one of the hub nodes, 2N(N — 1)r
where it is properly groomed and relayed to its destination. A> 1)

. . . . . ] ] g+r )

To illustrate the potential benefit of the multiple hub ar- A lightpath in a ring refers to a single wavelength con-
chitecture, consider a unidirectional ring wifi = 9 nodes nection between two nodes, which is not dropped at any
where each wavelength supports an OC-48 and traffic demand
is uniform with two OC-12's between each pair, i.¢5 4 and !indeed, a 4-hub architecture requiring only 49 ADMs can heéh thus,
the traffic demand is for = 2 low-rate circuits. In this case, i€ Possible savings with more switching capability is astro ADM.

h nod tes 16 OC-12" four wavelenaths of traffi If there is more than a full wavelength of traffic between a péinodes,
each node generates sor g mﬁen assigning each full wavelength to a direct lightpattelé&arly optimal.

With the single hub solution, each node can send all foiherefore, this traffic can be ignored for our purposes.

II. MULTIPLE HUB ARCHITECTURES

Bounds on the required number of ADMs



intermediate nodes. Thus when a circuit is carried ower Notice that the difference between the right-hand side ef th
lightpaths, it is either dropped and continued or switchedl  bound in (2) and the bound in (1) is
times; in this case each lightpath is_ said to ca_r;fyz-th (_)f 2N —1)r
the “full” circuit. The lower bound in Prop. 1 is obtained —
by recognizing that each lightpath in the network must be 9(g+7)
terminated with exactly two ports. Thus, a lower bound on thEhis is strictly positive unlesgsN — 1)r = g, i.e., each node
number of lightpaths/, needed to support all of the trafficgenerates a single wavelength of traffic.
in the network can be translated into a lower bound on theThe above considerations lead us to consider a multiple
number of ADMs, A. Since the direct traffic between twohub architecture. We define K-hub architecture to be a
nodes is equal to low rate circuits, each lightpath can ating with K hub nodes, with the restriction that all traffic
most carryr “full” circuits entirely from their source to their between non-hub nodes must be routed to one<ohubs.
destination. The remaining capacity of that lightpésh— ) We do not allow traffic between non-hub nodes to be sent
can only be used to carry circuits that are also carried élirectly (without going through a hub). Our main reason for
at least one other lightpath. Hence, each lightpath can carf}is restriction is to focus on architectures that are sempl
at mostQ = r + (g — r)/2 “full” circuits. Since the total to design, implement and analyze. Also, as will be seen
traffic demand under the uniform traffic assumption is equél the following, relaxing this restriction cannot resuft i
to L = N (N —1)r circuits, the number of lightpaths requiredsignificant improvements. Assume each of thiehubs has
is lower-bounded byi./Q. Each lightpath is terminated at ad cross-connect capable of switching any circuit from any
port; therefore, the number of ports needed is at leag). input wavelength to any output wavelength. Again, consider
However, a SONET ADM can be used both as a receiving aAdunidirectional ring withV nodes, a traffic granularity of
transmitting port, hencel > L/Q and the bound follows. and uniform traffic withr circuits between each pair. Withi

The bound in Prop. 1 is not tight in general, but it caRUPS (@andNV — K non-hub nodes), a total (N — K)Kr
be achieved in several cases. It is insightful to considareso Circuits can be routed between the hubs and the non-hubs in
characteristics of these cases. From the above, it can Ipe s8¢ hop. The remaining traffic between the non-hub nodes, of
that for (1) to be tight, each lightpath must be efficientiyvhich there are ¥ — K)(N — K — 1)r circuits, will traverse
packed so that it containg “full’ circuits. This in turn WO lightpaths. Ther_efore, all traffic that is either to oorir a
requires the following three conditions to be met: non-hub node requires at least
2(N-K)Kr+2(N—-K)(N-K—-1)r

(N =1)r—yg)

a) Each lightpath must be fully utilized;

b) No circuit can travel over more than 2 lightpaths; g A3)
c) Each lightpath must carry full circuits (directly from _2N-K)(N=Dr
the source to the destination). g

To see that these conditions can indeed be satisfied, consii@htpaths. Additionally we have to account for the traffic
the case wherd N — 1)r = g, i.e., each node generatedetween hub nodes. By the same reasoning as used in deriving
a full wavelength worth of traffic. Suppose a single cros$l), this traffic requires at lea8 (K —1)r/(g-+r) lightpaths.
connect hub is chosen and all traffic is sent to the hub, wheténce,

it is switched and sent back to its destination. In this case, 2N —K)N —1)r 2K(K—1)r
the above conditions are met, and the bound in (1) is tight. Az (4)
. o . . g g+r
However, in general it is not possible to achieve the bour?d

by using this single hub architecture. This is because ed fice thg bqurr:d in glz)does anthp_enq ?]n the n#mb_erlé)f hrl:bs’
node only has- circuits whose final destination is the hub 4) can be tightened by combining it with (1). This yields the

Thus when a node generates more than one wavelength W(g?{ Wlng_tt?our;j Ic;n the[r;u?tl;er th'_A;D'\fs' th b f
of traffic, each wavelength sent to the hub cannot con;tainADI\rAO'OO/S'1 |ont_ 'f_ or a K-hub architecture, the number o
full circuits, as required by conditiorc) above. When all of S, A, salishies

the traffic is routed through a single hub, orilyN — 1)r A 2(N-K)N-1)r 2K(K-1)r
N A . : . > max + ,
circuits can be carried on a single lightpath and the remgini g g+r 5
(N — 1)(N — 2)r circuits must traverse two lightpaths. Since IN(N —1)r ®)
each lightpath can carry at mogtcircuits, the total number 79 T :
of lightpaths, L, (and henced) is bounded by: Some insight can be gained from examining the behavior

of (5) as K, the number of hubs, varies. Notice that only the
L=A>@2(N-1)+2(N—1)(N—2)) (f) first quantity ?nside the maximization in (5) varies wifki,
- g @ we denote this quantity byA(K). When K = (N — 1)r/g,
2(N —1)%r A(K)=2N(N —1)r/(g +r), i.e., the two quantities in the
= R maximization in (5) are equal. Hence, wheN — 1)r/g is an
integer, this number of hubs minimizes the bound in (5). To
3 _ _ , . address the case whef® — 1)r/g is not an integer, we note
The bound can clearly be made tighter by including a ceilfiog;large

g/r the bound can also be tightened by taking the maximurh & and N, that for
since each node must have at least one ADM. K <05[(N-1)(1+r/g)+1], (6)



A(K) can be shown to be decreasing Ay, otherwise it is requirement for this architecture can be upper-bounded by:

increasing. Furthermore, for< g,
(N — [N/K]) [N/K]r

9

(V= Drfg] <05[N - D1 4rfg)+1]. (@) = [ W 2k
(N-1r

g W ®)

Thus, we have that for < g, the number of hubsk™, that +2(N - K) [
results in the smallest bound on the number of ADMs is given . ) . ]
by K* = [(N —1)r/g]; i.e., K* is equal to the number of Notice _that_ with this architecture, traffic b_etween non-hub
wavelengths of traffic generated by each node. Notice tr¥@des in different groups needs to be switched at the hub
when usingK* hubs, the lower bound in (5) is equal to thdor €ach group. Such traffic would then be carried over
lower bound in (1), which did not have the restriction thafirée lightpaths. As discussed in Sect. 3, this precludes su
traffic had to be routed through a hub. The above exampfichitecture from ever attaining the bound in (1). We coersid
where (N — 1)r = g, provides one case where this bound variation of this architecture where all traffic travelsepv

is tight using K* = 1 hubs. As another example, consideft most two lightpaths. Specifically, assume that every node
the case where = g, i.e., there is a full wavelength traffic including the hub nodes, now sends all traffic destined to any
demand between each pair of nodes. Setting up one lightpB@le in @ group to the respective hub n8dkhe hub nodes
between every pair of nodes is clearly the optimal way togounce again distribute the traffic to the non-hub nodes i thei
this traffic. This requiresV(N — 1) ADMs, which meets the 9roup. Exact computation of the ADM requirement for this
bound in (5) withk™* = N hubs, i.e., each node is essentiallftrchitecture is cumbersome because of the fact atoes
a hub. We note in this case, however, that no switching 9t always divideN. Instead, we proceed with the following
required at the hubs. approximate, yet insightful, analysis. Assume each noddse
At this point we have bounded the number of ADMs in 4/K of its total traffic to each hub (this assumption would be
K-hub architecture, and we have shown that the number §fact if all groups were of equal size). Hence each node sends
hubs that optimizes this bound is given By. This does not |(IV — 1)r/Kg] wavelengths of traffic to each of th€ hubs.
tell us how to groom traffic or, in general, how tight this bdun!n @ddition, each hub node must send the groomed traffic to

will be. In the next section we develop some simple groomirty Subsidiary nodes. Each subsidiary node must receivia to
algorithms for aK-hub architecture, where each non-huf (N —1)r circuits using[ (N — 1)r/g| wavelengths. Hence,
node sends its traffic to one or more of the hubs. For the§8Ch non-hub node generatés (N — 1)r/Kg] wavelengths
algorithms we will see that, indeeds* is (approximately) worth of traffic and receive§(N — 1)r/g]| wavelengths. This

the optimal number of hubs and that the bound in (5) can &N Pe accomplished using no more thiarj (N — 1)r/Kg]|
approached closely in many cases. ADMs at each non-hub node. Now, each hub node receives

[(N —1)r/Kg] wavelengths of traffic from each ¢fV — 1)

nodes and each hub nodes seri@s — 1) [(N — 1)r/Ky]

to the other hub nodes. Also, each hub node must send

[(N —1)r/g] wavelengths of traffic to each of its subsidiary
We consider several simple grooming algorithms fak'a nodes. Hence, the number of wavelengths sourced and termi-

hub architecture in a ring withV > K nodes. For the purposenated at each hub node is approximately the same and equal

of describing these algorithms, the exact location of thieshuto (N — 1) [(N — 1)r/Kg]|. Summing over all of the nodes,

is irrelevant. the total number of ADMs required is equal to

1) Group algorithms: The first type of multi-hub archi-
tectures we discuss involves grouping the nodes in the (N - K)K {M-‘ + K(N—1) {Ml

ring into K distinct groups, each of approximate equal size K Ky

N/K. Of course, whenX does not divideN, group sizes — KGN - K 1) {(N - 1)7-‘ )
may differ by one. Each hub node is associated with exactly Kg

one group. Given such a division of the nodes, several pgs: : . A .
sible grooming/routing algorithms are possible. One rasltu(r%ﬁlIth this algorithm gach circuit travels over at most 2 _Irght
aths. However, notice that each non-hub node receives all

approach would pe for -al nor)-hub _nodes within a groui%f))s traffic from the corresponding hub. Thus, when every
to send and receive all of their traffic from the hub node d ¢ than 1 lenath th of traff h
associated with the group. The hub nodes would then exchahge . Jeherates more than - wavelengtn worth ot traflic, eac

all traffic between groupbThis requireg (N — 1)r/g] ADMs Ilaﬁtp_ath ter_mingted ata non-hu_b node cannot contad'rle_ct
at each non-hub node; a corresponding number of ADMs%rcu'tS’ which is another requwement for _the bound |n.(1)
also required at each hub node for the traffic to and froFﬁ be met. In the next section, we consider an algorithm

the non-hub nodes. The inter-group traffic can be handled %/here each non-hub node sends and receives traffic from all

making one hub a “super-hub” which switches and distribut&s the hub nodes. This_ approach a'!OW_S traffic to more closely
all inter-group traffic. With this approach, the total ADMsemulate the characteristics for achieving the bound in (1).

B. K-Hub grooming algorithms

5An analogous architecture can be considered where all nedagroup
4The “hierarchical ring” proposed in [4] is similar to thisply of architec- send their traffic to the hub node for the group, and the hule tieeh forwards
ture. the traffic to the destination.



2) Symmetric algorithm: In this algorithm, each non-hubinter-hub traffic. Thus the total number of ADMs required for
node divides its traffic so that it sends approximately araéquhe above algorithm is given by:
amount to each of th& hubs. The traffic sent from a given (N - 1)r (K — 1)r
non-hub node to a given hub will include traffic whose finalA = 2K(N-K) {TW +2(K—-1) [7W . (12)
destination is that hub as well as traffic for other non-hub 9 I
nodes. The traffic for other non-hub nodes will be switched While this simple algorithm is generally effective, it shau
at the hub and forwarded to its destination. Suppose thét e&¢ immediately obvious that when the number of hub nodes

non-hub node can divide its traffic to satisfy the followimgpt S large the algorithm becomes inefficient. This is becabee t
conditions: inter-hub traffic is handled using a single-hub architeztive
: - know, from our earlier discussion, that when the traffic agion
) {\rlf(;l)ffir:(;rri ;Zi?ﬁ e_acr[l(]r:]ug :rgréléi]chwr?gﬁlﬁﬂgtzzdj nodes exceeds a single wavelength, a single hub archigectur
. ) . ' Is inefficient. A further improvement can be obtained by gsin
ii) No more thanH wavelengths of traffic are received at_ | . . . : A

anv non-hub node from anv hub a hierarchical architecture with multiple “super-hubsattiare

y . R .y ' used for routing the inter-hub traffic.
If the traffic can be divided in this way, each non-hub nodé wil The required number of ADMs in such a hierarchical
:ﬁglsjtlz?\f at r?{c;sg I/;IDAMDSM;rasnedngﬁzht:\;ﬁtscntc;dﬁovxlIrll lfjiqu]lcl)f(;?e"’s‘tarchitecture can be calculated recursively. Specificddy,
- - A(N, K) denote the minimum number of ADMs needed for

Thus all traffic either to or from the non-hub nodes can bg architecture withV nodes ands™ hubs, where traffic that
supported using at mostx’(N — K)H ADMs. Next, we give originates at the non-hub nodes is routed as above, and inter

one construction which shows that the traffic can indeed B@p traffic is handled using a hierarchical architecturd. Le
divided to satisfy the above two conditions.

Let the non-hub nodes be numbere®,..., N — K and A*(N) = Iﬁng?v{A(Nv K)}
the hub nodes be numberéd. .., K. Recall that the traffic N
demand between each pair of nodesrigircuits. Forl =
1,...,r, route thelth circuit between non-hub nodésnd j,
through hubk, where

denote the minimum number of ADMs needed when the opti-

mum number of hubs is used. Then assuming that the optimum
number of “super-hubs” is used in the above architecture we
have,

. o N_1

o =gl mod K, it g >a g 4y k) = 2K(N - K) [uw +AYK).  (13)
[(i—j—1)r+1) mod K|, ifj<i. Kyg

ing (13), the number of ADMs needed for a hierarchical

. : s
This assignment ensures that the hub nodes are evenly Ioaﬁeghub architecture can be recursively calculated.

and can be thought of as follows: the circuits from any non- The results from using the symmetric algorithm are shown

hub node_ to all other non-hub nodes are Iist_ed and uniquelyrapie 1. The five columns on the right show the number of
labeled with one of N — K — 1)r consecutive integers. Eachapvs required when usingd — 1 to 5 hubs respectively. For
circuit is then sent to the hub that corresponds to its labeéxample in the case of a 17 node ring, the minimum ADM
H]ic’d K 'hTL“S rgsu'ts n athmg’sﬁ(g - Kﬁ.‘ 1b)7°/ KT cireuits <o) tion is achieved with 4 hubs. Highlighted in the tablehis
E Sc:cn' ub node tohncl;n- L:j nlc_:) ehtra |Chek|)ng s(,jent t'cl)l e?g lution that achieves the minimum number of ADMs. This
ub from any non-nub node. £ach non-hub node wi a%f%_)rresponds exactly to the number of huks, that optimizes
_send t_he ”"’?ﬁ'c for_ a given hub node directly to that hub nodgg |, yer hound from Sect. II.A, which is equal to the number
mclugﬂng th|s raffic we have at mo§(N — K — 1)r/K]+r of wavelengths of traffic generated at each node. The value of
circuits being sent to each hub from each non-hub node. TI}{& is given in column 2 and the lower bound when using the

requires at most optimal number of hubsk™, is given in column 3.

V(N _ K —1)r/K] + r-‘ _ F(N —1)r/K]

! (N — 1g)r -‘ (11) In this section, we relax the assumption that each node is
= {Tg-‘ =H either a hub or a non-hub node, and we allow only a subset
of the wavelengths dropped at a node to be switched. In this
wavelengths, where the last equality follows singds an case, instead of a few hub nodes with complete switching
integer. This shows that conditioi) {s satisfied by this traffic capability, each node may have some partial switching capa-
assignment. Essentially the same arguments can be usedility, provided by a small cross-connect. Such an architec
show that conditioni{) is also satisfied by this assignment. has several advantages. The first advantage is that the size
So far we have only addressed traffic to or from thef a cross-connect is a significant component of its cost.
non-hub nodes. In addition, inter-hub traffic must also Hdsing several smaller cross-connects may lead to lowes.cost
accommodated. The simplest way to accomplish this is Djstributing the switching requirements over all nodes in a
making one of theK hub nodes a “super-hub,” to whichring also allows for more uniform node requirements. Fipall
all hub nodes send their inter-hub traffic. The super-hub thaith such an architecture, the ring may be more robust to node
distributes the inter-hub traffic to the respective hubsisThfailures. The cost of such an approach may be an increase in
requires an addition&(K — 1) [(K — 1)r/g| ADMs for the the complexity of control and management.

IIl. DISTRIBUTED HUB ARCHITECTURES



Symmetric Algorithm i 2 .
N TR TBound R=L T R=2 T k=3 K= | K=5 4 ADMs and a SW|t_ch|ng cost d2g) = 16. Since there are
5 1 3 3 14 16 14 3 12 groups, supporting all of the traffic requires 48 ADMs and
6 2 12 20 18 22 22 18 a total switching cost of 192. Notice that in this case we are
; g g g;‘ gg gj gg gg using the minimum number of ADMs given by the bound in
) 5 55 37 30 70 76 78 Prop. 1 and the switching cost is over 50 percent less than the
10 | 3 36 54 66 46 54 58 cost for the symmetric multi-hub architecture. Also notilcat
11 |3 44 60 74 52 62 68 any node within each group could serve as the “hub” for that
12 |3 53 66 82 58 70 78 -, o
T3 = - 50 =7 -5 55 group. For example, the switching capability could be sprea
4 12 73 104 198 136 1 86 98 out among all the nodes in the ring or concentrated at only 4
15 | 4 84 112 | 106 | 148 | 94 108 nodes.
16 | 4 96 120 | 114 | 160 | 102 | 118
17 | 4 109 | 128 | 122 | 172 | 110 | 128
@ @ ®
TABLE | o R
THE NUMBER OFADM S NEEDED WITH MULTIPLE HUBS Ay {1-2,1-3} {2-1,3-1} g
-
A2 {3-231} {2-3,1-3}
: _— . @ - ADM (i)~ nocei
To quantify the amount of switching used in different

architectures, we assignsaitching cost of (ng)? to a DXC

that can cross connect low-rate traffic betweawavelengths.

Assuming that the DXC is a crossbar switch, this cost is eqd%'w- 2. _Architecture for supporting traffic between _the fgspup of nodes
to the number of cross-points in the switch. This is a commdfi2,n e examee fomSect A The wo rorzont, ines mapond
metric used in studying switch designs. If multi-stage shvit figure. The cross-connect, indicated by the vertical liseatinode 2.
architectures are used then this cost could be modified to

reflect this. However the above metric will suffice to il

our points. The total switching cost for a ring architectige

then the sum of the switching costs of all DXCs in the ringB. Perfect Architectures

The distributed architecture in the above example meets the

A. Example lower bound on the required number of ADMs from Prop. 1.

Consider a unidirectional ring withV = 9 nodes, a traffic AS discussed in Sect. Il.A, for any architecture that melegs t
granularity ofg = 2 and uniform traffic demand of = 1 bpund in Prop. 1 with equal!ty, each lightpath must contain
circuit between each pair of nodes. In this case, from Propdif€ct circuits andy —r circuits that travel over 2 lightpaths.
we have a lower bound of 48 ADMs. First, we considefssuming that all the indirect circuits must be switcheerth
supporting this traffic using the symmetric architecturenfr at least a2g x 2g DXC is required for each pair of indirect
Sect. II.B. Each node generates 4 wavelengths worth ofdrafffircuits; this is exactly what is used in the above exampie. |
Thus from (13) this traffic can be supported with 4 hub noddkis section We_c0n5|der a generalization of the above elemp
and 50 ADMs. Each hub node receives one wavelength frdf Other rings, i.e., other values of, g, andr. We call such

each of the 5 non-hub nodes and must be able to switch circ@fsarchitecture gerfect architecture. Specifically, in a perfect
between these wavelengths. This requireSgax 5g DXC. architecture the nodes in the ring are divided into groups of

Therefore, the switching cost of this architecture is greatd/” + 1 nodes such that each pair of nodes is in at most one
tharf 4(100) = 400. group. One node in each group serves as a hub node for the
Next we describe a distributed switching architecture f@Oup- All other nodes send their traffic to this hub node, nehe

supporting the same traffic. Consider dividing the nodes intt is switched and forwarded to its destination. For a given s

the following groups of three: of parameterg N, r, g), it may not be possible to divide the
traffic in the above manner; i.e. a perfect architecture may
(1,2,3) (4,5,6) (7,8,9) (1,4,7) not exist (e.g., ifg/r is not an integer). However, when it
(1,5,8) (1,6,9) (2,5,7) (2,6,8) does exist it uses the minimum number of ADMs for any
architecture.
(2,4,9) (3,6,7) (3,5,9) (3.4,8) Proposition 3: If a perfect architecture exists for a unidirec-

Notice that each pair of nodes is in exactly one of thedional ring with parametergV, r, g) then it uses the minimum
groups. The traffic between all three nodes in each group d##mber of ADMs of any architecture that can support this
be supported by having two of the nodes send all of their traffaffic.
to the third node, as depicted in Figure 2.2& x 2g DXC Proof: Each group ofg/r + 1 nodes requireg(g/r)
at the third node can be used to switch the incoming trafi@PMs and supportsg/r + 1)(g/r)r/2 circuits. Since there
which can then be forwarded to its destination. This reguir@re N (I — 1)r/2 total circuits, the total number of groups is

N(N —1)(r/2) N(N —1)r?

6The actual switching requirements will be larger than tlisause we have _ (14)
not accounted for the switching required for inter-hubficaf (g/r+1)(g/r)(r/2) (g+7)g ’




Hence, the total number of ADMs is perfect architecture, these subsets of traffic corresporadl-t
N(N — 1)r? 29 ON(N — 1)r to-all traffic among a group oM nodes, where each _node in
(7) (—) =— (15) the group generates a full wavelength worth of traffic. In the
(9+7)g general case, these subsets will not necessarily corrdspon
This exactly meets the lower bound in Prop. 1, and therefos@-to-all traffic between the nodes in a group. In particuéa
is the minimum number of ADMs needed for any architecturgair of nodes may appear in multiple groups, but the traffic
B petween the pair will only be assigned to one of the groups.
Let M = g/r +1 and assume that this is an integer. Thi addition, each node in a group may not generate a full
problem of finding groups of\/ nodes for which a perfect wavelength worth of traffic.
architecture exists can be described in graph theoretester  The algorithm sequentially forms groups of nodes and, for
Consider a fully connected graph witii nodes; denote this each group, a corresponding subset of the offered traffich Ea
graph by K. Assume each node in this graph representsgioup is formed by adding nodes, in a greedy fashion, in
node in the ring; a pair of nodes is represented by a lindh attempt to form perfect subsets. The correspondingdraffi
in this graph. Each group in the above construction can bgbset is simultaneously formed by adding all the remaining
viewed as a fully connected subgraph willi nodes. The traffic between each node added to the group and the nodes
above construction gives a family of subgraphs that are edgifeady in the group. By remaining traffic, we mean circuits
disjoint and cover the graphyy. Such a family is referred that have not yet been assigned to another group.
to as adecomposition of the original graph. In this case each We give a more precise description of this algorithm next.
subgraph in the decomposition is isomorphicAa, (a fully To simplify the discussion we only describe the case where
connected graph with/ nodes). This is referred to askw;-  ~ = 1. We maintain a list of the circuits};, originating at each
decomposition ofKy. In these terms, a perfect architectur@ode,i, in the ring that have not yet been assigned to a subset.
can be found if there exists &)/-decomposition ofKy, A list of the nodes in each group and the corresponding traffic
whereM = g/r + 1 is an integer. subsets are also maintained. When we say a rnagedded
The problem of graph decompositions has been well studiggla group, this implies that all the remaining traffic between
in the graph theory literature and is related to combinatonihat node and any other node in the group is assigned to the
problems such as finding a block orthogonal designs or Steingiffic subset. Abi-directional circuit between two nodesand
triple systems of a given order [18]. The next proposition includes both a circuit fromi to j and a circuit fromj to .

r g+r

provides a necessary condition for the existence df g- Grouping Algorithm:
decomposition ofi . 1) Setn=1.
Proposition 4 ([18]): If there exists aky/-decomposition  2) Choose as the first node in grog,, a node with the
of K, then the following hold: maximal remaining circuits to be assigned.
M —1|N —1 and M(M — 1)|N(N — 1), 3) Add a node to groug-,, that will result in the largest

increase in the number of circuits in the corresponding

Here we use the notatioa|b to denote thatz is a divisor ,
traffic subset.

of b. Furthermore, the above conditions can be shown to be , o
sufficient for all but a finite number of values @ and v 4) |f more than one node in grou, hasg bi-directional
[18]. By combining the above arguments we have that unless ~ CIrcuits in the traffic subsedr there are no circuits that
M — 1N —1and M(M — 1)|N(N — 1), whereM = g/r + are not yet a55|‘glned to the _nodes in grawp (i.e., Ol-_
1, a perfect architecture cannot be found. Also, except for a is empty for alli in ) continue to step 5. Otherwise
finite number of values ol and N the above conditions are go to 3 ) ) ,
sufficient. Notice that for the example in Sect. ll.A, theoab 5) If all circuits have been assigned, stop. Otherwise, set
conditions are met. n=n+1gotol o

When a perfect architecture can be found, it will havh steps 2 and 3 any ties can be broken arbitrarily; for exampl
N(N — 1)/K(K — 1) DXC’s, and each DXC will have a by choosing the node with the smallest label. Step 4 ensures

switching cost of((K — 1)g)2. Thus the total switching cost that no non-hub node in the resulting architecture will gates
is more than one wavelength worth of traffic.

1 3 As an example, consider applying the algorithm to the ring
N(N —1) (1 _ _> =N(N-1) <9_) . (16) from Sect. llLA, with N = 9, g = 2, andr = 1. Assume
K g+r that all ties are broken by choosing the node with the sntalles
_ _ label. Initially, all nodes have all 8 circuits to be assidne
C. Grooming Algorithm so any node can be chosen to start the gréyp Using our
From the preceding section, for an arbitra¥, g andr, tie breaking rule, we choose node 1. Next adding any other
a perfect architecture may not exist. In this section, we ginode toG; will result in adding one bi-directional circuit to
a heuristic algorithm for routing and grooming traffic for anhe traffic subset, so node 2 will be chosen. At this point both
arbitrary ring that attempts to mimic a perfect architeeturnodes in the group havie< ¢ bi-directional circuits assigned,
The basic idea of this algorithm is to first find subsets of treo we may add another node. Again the choice of node does
total traffic requirement that are similar to the subsetsduseot matter; so node 3 is chosen. No@; = {1,2,3}, and
in a perfect architecture. Each subset will then be supgorteach node hag bi-directional circuits in the traffic subset,
using a single small cross-connect at one hub node. Inthis we begin forming~,. Every node except 1,2, or 3 have



all 8 circuits yet to be assigned, and thus can be chosenind1] is not always obtainable; also, for these cases, we can
startG,. Continuing in this manner, it can be shown that thiurther reduce the needed number of ADMs in the symmetric
algorithm will form the groups given in the example. hub architecture by multiplexing the traffic from severahno
After forming groups using the above algorithm, the traffibub nodes onto a single wavelength. Figure 4 compares the
for each group can then be supported using a single DXCsatitching cost between the symmetric hub architecture hed t
one “hub” node for the group. This “hub” node will be chosedistributed hub architecture for the same ring. Thoughehes
from the nodes that have the maximal number of circuits in titveo approaches required a similar number of ADMs, the dis-
traffic subset. Each “non-hub” node in the group will generatributed hub architecture has a significantly smaller dviitg
no more than 1 wavelength worth of traffic and send all afost. AsN increases the difference in switching requirements
the traffic to the hub node. If there aF€ nodes in a group increases; fortNV = 17 the distributed hub architecture has a
and each non-hub node uses a different wavelength, thectragfivitching cost that is more than 97% less than the symmetric
can be supported usirtf K — 1) ADMs and a switching cost hub case. We have observed similar trends for other paramete
of (Kg)2. In cases where each node in the group does rs#ttings. In general, the benefits of switching appear to be
generate a full wavelength of traffic, the number of ADMs andreater for larger values agf. For example, wheg = 4 and
the switching cost can often be reduced by allowing nodesito= 1, over the same range &f, switching reduces the needed
share a wavelength. If all traffic must go through the DXQyumber of ADMs by at most 20% compared to the lower
then assigning traffic to wavelengths to minimize the needédund in [1].
number of ADMs is equivalent to the egress grooming problem
studied in [1]. This problem can be reduced to the well- known & s .
ymmetric Hub
Bin Packing problem [1]; any heuristic for the Bin Packing 70 |5 pistributed Hub
problem can then be used to assign the traffic to wavelengths <0 | |~ No Switching (LB)
As an example of this algorithm consider a ring with= 6 —¢ Lower Bound
g =4, andr = 1. In this caseg/r + 1 =5, and 4 is not a 50
divisor of 5, so a perfect architecture cannot be found. ngin‘E"40
the above algorithm results in the following subsets offitaf
Subset 1 all-to-all traffic between{1,2,3,4,5 30 1
Subset 2 traffic between 6 and1,2,3,4,3. 20 |
The first subset of traffic requires 8 ADMs and a switching
cost of (4g)? = 256. The second subset requires 7 ADMs and 10 g4
a switching cost of(2¢g)? = 64. Therefore, this architecture

requires 15 ADMs and a total switching cost of 320. Forcom- 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
parison, the best symmetric hub architecture from Sed. IlI. N
will require 18 ADMs and a SWItChlng cost of 512. Fig. 3. ADMs needed with symmetrlc hub architecture, distied hub

A more extensive comparison is shown in Figures 3 and dchitecture and lower bound for ring with= 1 and g = 16.
In Fig. 3, the required number of ADMs for a distributed hub
architecture based on the above algorithm is plotted fong ri
with ¢ = 16 andr = 1 as the number of nodes varies from
N = 6 to 20. The number of ADMs needed for the symmetric
hub architecture and the lower bound from Prop. 1 are also
shown. For comparison we also give a lower bound from [1] on 50000 |
the number of ADMs required without switching. In general &
this lower bound is overly optimistic, i.e., the actual nienb
of ADMS required without switching is typically greater tha
this bound. Note that both the symmetric hub architectucke an g
the distributed hub use nearly the same number of ADMs for 20000 {
the range of values shown. Both approaches meet the lower
bound from Prop. 1, for specific values of (e.g.,N = 17).

Also note that the curves for the symmetric and distributgdl h 0 N e = S B |
cases both sharply increase when= 18. This is the value of 6 7 8 9 10 11 12 138 14 15 16 17
N where the number of wavelengths generated by each node
increases from 1 to 2. The savings relative to the bound OfEig. 4. switching cost with symmetric hub architecture aistributed hub
network with no switching is greatest just before these jsmparchitecture for ring with- = 1 and g = 16.

i.e., when each node is generating enough circuits to fillrup a

integer number of lightpaths. The largest gain shown isHer t

case wherV = 17, where using switching reduces the numberV: A BOUND ON THE AVERAGE AMOUNT OF SWITCHING

of ADMs by more than 40%. For certain values bf, the NEEDED

symmetric hub architecture uses more ADMs than the lowerSo far we have considered lower bounds on the number of
bound from [1]. This is partly due to the fact the lower boundDMs needed, and we have argued that if these bounds can

70000

—©- Symmetric Hub
60000 - Distributed Hub

40000 -

30000 A

itching C

10000 A




be achieved then it will require that all circuits be switdheof r circuits between allV nodes so thaC' = N(N — 1)r.

at most once. Based on this we developed algorithms that ¢Bre number of ports needed with an arbitrary number of
significantly reduce the required number of ADMs. Howeveswitches is upper-bounded by the ports required in a single
in general there is no assurance that the bounds in Sect. Ihdb architecture. The total number of ports for a single hub
are tight; in which case it might be possible to further reslu@architecture is given b’ = 4 [(N —1)r/g] (N — 1). Thus

the ADM requirement by allowing more switching in thewe have,

network. In this section we provide some insight into this

situation by developing an upper bound on the amount of AT(N —1)r/g] (N —1)g

switching needed in a network, in terms of the number of S < IN(N — 1)r -1

ports in the network. Using this bound we show that reducing (N—1)r

the number of ports inherently requires that traffic be only =2 {7-‘ 9 (19)
switched a small number of times. Nr

Again we consider a WDM network withV nodes, wherg <9 ( 1) I 909 1
low rate traffic streams are multiplexed onto each wavelengt - N Nr
Let T be the total number of ports in the network, where each

lightpath is terminated by 2 ports (i.e., there df&2 ADMS). \ye emphasize that while (19) was developed by considering
Let C be the total number of low rate (unidirectional) circuitg, single hub architecture, the bound applies to an architect

in the network. Now = T//C'is the average number of portsyith an arbitrary number of hubs and general topology. Notic
per circuit. Note that by setting up a point-to-point ligath ¢ for any fixedg/r as Ngets large, the upper bound on the
for each circuit,f can always be made equal to 2. Of coursgyerage amount of switching in (19) approaches 1. Also aotic
more efficient grooming algorithms would lead fdeing less 4t wheng/r < 1, then the right-hand side of (19) is less than

than 2. Fori = 1,..., C, assume theth circuit usesl; ports, one for anyN. In other words, when each node generates
i.e., this circuit is sent ovef,; — 1 lightpaths. Define more than a wavelength of traffic for each other node, the
K- 1 ZL' average amount of switching per circuit in an architectbed t
o0&~ efficiently uses ports will be less than one. Of course, fer th
3

hub architectures is less than one by design. However, the
so thatK' denotes the average number of ports used bys8ove tells us that any architecture that sought to furthguce
circuit. Finally, let S be the average number of times thaf,e number of ADMs would not require more switching than
a circuit is switched. We want to show that in & networly,e hound onS given in (19). Furthermore, instead of using a
architecture that minimizes the overall number of needetspo single hub architecture to bound the number of ports needed,
T, each circuit needs to be switched on average only a smalhetter bound on the number of ports can be found by using
number of times. Note that for a give, minimizing 7' is 3 more efficient architecture. As an example, we consider the
equivalent to minimizingf. Also, note that the number of symmetric multi-hub architecture from Sect. I1.B. In thisse
times a circuit is switched is upper-boundedhby2—1. (This  the nymber of ports can be found using (13). Figure 5 shows
is an upper bound, since the wavelength a circuit is on mgy, resulting bound oi as a function ofV, for a ring with
be dropped at an intermediate node only to add/drop anotl&e& 4, r = 1. In finding this bound the optimal number of
circuit sharing that wavelength, but not switched.) TBUS  yps were chosen for eadfi. Notice that for all but 3 values

upper bounded by<'/2 — 1. Since each port is shared by ah¢ x this bound is less than one, suggesting that each circuit
mostg circuits, we have thal’K /g < T', which implies that oads to be switched at most once.

K < fg. Hence,
S < % - 1. a7

16

Thus for a given topology and traffic demand, any upper bour .
on f (or equivalentlyT) can be converted into an upper ]\

bound onS. This suggests that a topology that is efficient
in the use of ports (smalf) will not use much switching
(smallS). Moreover, the most port efficient topology will yield
the tightest bound or$ in (17). We consider some specific
examples of this bound next.

For any topology and traffic demand, as noted earfiet, 2,
substituting this into (17) we have 02

S<g-—1. (18) 0

N A
AL NN A .
W4 YN NINY

0.4

Bound on S

4 ‘ 5 ‘ 6 ‘ 7 ‘ 8 ‘ 9 10‘11‘12‘13‘ 14‘ 15 16 17‘ 18 19‘ 20‘21‘22‘23‘24‘25

Wheng = 1, this implies that no switching is required, as one N

would expect (since point-to-point circuits are most edfid). _ _ _ _

Forg > 1, the above bound is very loose because establishilﬁ% 5. PIo_t of the b_ound 0f in (12) whenf is bounded using the symmetric
. . . L . . . grooming algorithm.

point-to-point circuits is inefficient in terms of the nunmhbef

ports. Next consider a unidirectional ring with uniformffia



V. CONCLUSIONS

We have shown that providing limited switching ability
can aid in reducing the number of ADMs needed in a
SONET/WDM ring network. We have considered providing
this switching ability in two types of architectures — mplé
hub architectures and distributed hub architectures. fin bo
cases, significant savings in ADMs are possible. We intreduc
a notion of the switching cost needed in a ring and showed
that the distributed hub architecture incurred a signitigan
smaller switching cost than a multiple hub architecture. We
also presented an upper bound on the amount of switching
needed in a network; this bound suggests that in a network
that efficiently utilizes ADMs, circuits need to be switchad
most once, as they are in the architectures presented here.

In addition to reducing the number of ADMs, other advan-
tages of switching include the ability to better supportaiyric
traffic and to improve a network’s robustness to node fadure
In addressing such issues, the placement of switches wathin
ring will likely be an important consideration.
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