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ABSTRACT

We consider an energy-efficient video streaming system where source coding, channel coding, and
transmission power allocation are jointly designed to compensate for channel errors. Our focus is on
streaming applications with relatively strict delay constraints; for such applications, forward error cor-
rection (FEC) is the preferred channel coding technique to recover from packet losses. We propose
a framework of joint source-channel coding and power allocation (JSCCPA), where resources such as
bandwidth and transmission power are optimally allocated to provide unequal error protection (UEP)
for achieving the best video quality. An efficient algorithm based on Lagrangian relaxation and dynamic
programming is proposed to solve the constrained optimization problem. Simulation results illustrate
the advantage of the proposed framework.

1. INTRODUCTION

A key problem with sending video over error-prone networks is recovering from channel errors. One
solution to this problem is to add redundancy at the source coding level to prevent error propagation and
limit the distortion caused by packet losses on the reconstructed video sequence. Such techniques are
referred to as error resilient source coding techniques. However, these techniques cannot always over-
come frequent packet losses. Another solution is to use channel coding either in the form of forward
error correction (FEC) and/or retransmissions, to protect against packet loss. Such channel coding mod-
ifies the channel characteristics seen by the video encoder. Conventional retransmission-based schemes
such as automatic repeat request (ARQ) are not used in most real-time streaming applications because
they can not accommodate the delay requirements of the application. Likewise, such approaches may
not be appropriate for multicast scenarios due to inherent scalability problems. For these reasons, FEC-
based techniques have been widely examined in the literature [1–3], and are currently being considered
by the Internet Engineering Task Force (IETF) as a proposed standard for supporting error resilience [4].
Since video packets are usually of different importance, the optimal bit allocation should vary across
the packets, resulting in different packets receiving unequal error protection. The challenge is to add
redundancy so that the receiver can optimally utilize it to detect and correct the errors and improve the
video quality.

For video transmission over wireless networks, the efficient utilization of transmission energy is
a critical design consideration [5]. Besides FEC, adjustment of transmitter power is another tool that
can be used to change the characteristics of the wireless channel as seen by the video encoder. Thus,
if the physical layer is accessible at the encoder, prioritized transmission can be achieved through the
adjustment of the transmitter power for each packet [6].

In this work we jointly consider error resilient source coding, FEC and power allocation to provide
UEP for real-time wireless video communication applications. Specifically, we consider how to opti-
mally allocate bits between source and channel coding, together with the power allocation to achieve
the best trade-off between video quality and resource allocation.

With regard to related work, joint error resilient source coding (quantization parameter and mode
selection) and power allocation has been studied for energy efficient wireless video transmission in [6],



assuming on a perfect channel coding mechanism. In [7], a joint source coding and power control
approach is presented for optimally allocating source coding rate and bit energy normalized to the
multiple-access interference noise density, ��������� in the context of 3G CDMA networks. The work
in [7] did not address error resilient source coding and channel coding. Joint source-channel coding and
power allocation has been studied in [8] for progressive image transmission. In this paper, we present a
JSCCPA framework for real-time video transmission, where the error resilient source coding, FEC, and
power allocation are all jointly designed. To tackle the optimization problem with two constraints, an
efficient algorithm based on Lagrangian relaxation and dynamic programming is proposed.

The rest of this paper is organized as follows. We first present some background on network-adaptive
video streaming systems and FEC in Sect. 2. In Sect. 3 the problem formulation of JSCCPA is pre-
sented. Section 4 presents the proposed solution algorithm. Experimental results are discussed in Sect. 5,
and Sect. 6 contains our conclusions.

2. BACKGROUND

2.1. Video Transmission over IP-based Wireless Networks

In a video streaming system over an IP-based wireless network, video packets (referred to as source
packets) are generated by a video encoder. In the application layer, parity packets used for FEC may
also be generated if applicable. After passing through the network protocol stack (e.g. RTP/UDP/IP),
transport packets are formed to be sent over the network. In the link layer, parity bits are added within
packets to further protect against channel bit errors (e.g., CRC is used to provide error check). Then the
resulting packets are transferred to the RLC (radio link control) layer, where they are segmented into
smaller RLC frames. Finally, the RLC frames are delivered through the physical layer. IP-based wireless
networks typically operate using a 32-bit Ethernet (802.2) CRC, and all packets failing that CRC check
are rejected [9, 10]. Thus, some transport packets may be dropped in the network (due to congestion)
or at the receiver (due to unrecoverable bit corruption). For streaming applications, packets arriving at
the receiver later than the scheduled playback time are also discarded. Packets that reach the decoder
in time are buffered. The video decoder reads video packets from the decoder buffer and displays the
resulting video frames in real-time (i.e., the video is displayed continuously without interruption). Lost
packets are concealed at the decoder.

One of the main services provided by the physical layer is the measurement of various quantities,
such as physical-channel BER, transport-channel block error rate, and transport-channel bit rate. These
measurements are reported to the application layer for channel state estimation. Transmission rate
bounds for the streaming applications are usually obtained through a congestion controller, which can
be a model-based scheme to estimate the channel throughput for UDP (User Data Protocol) packet
(see [3] for details).

2.2. Channel Model

For IP-based wireless applications, channel errors are usually in three forms: packet loss, packet trun-
cation, and bit error. Packet loss and truncation are usually due to network traffic and clock drift. Bit
corruption is due to the noisy wireless channel [9]. This work focuses on the “last hop”, i.e., the trans-
mission between mobile devices and the base station, because it is likely to be the bottleneck of the
whole video streaming system. Thus, we mainly study bit corruption. As discussed in [9, 10], the
wireless channel can be viewed as a packet erasure channel at the IP level, as it is “seen” by the video
streaming applications, since we assume that packets with errors are unavailable to the multimedia ap-
plication. At the IP level, by assuming constant network delay, we model the network as a packet erasure
channel, where the probability of packet loss, 	 , is only due to unrecoverable bit errors.

Consider using uncoded Binary Phase Shift Keying (BPSK) modulation scheme over a flat Rayleigh
fading channel plus an Additive White Gaussian Noise (AWGN) process. The Bit Error Rate (BER),



��� , assuming ideal interleaving, can be expressed as� ��� �� � �	��
 � � �
� �� � � ����� (1)

where � � is the bit energy, � � the noise power spectrum density, and � the expected value of the
square of a Rayleigh fading [11]. Usually, in wireless channels, video packets are protected by adding
redundant bits within packets. A packet will be treated as lost if the corrupted bits in this packet cannot
all be recovered. Depending on the specific channel code chosen, the details of the derivation of packet
loss probability 	 will be addressed in the next subsection.

2.3. Forward Error Correction (FEC)

The FEC method used depends on the requirement of the system and the nature of the channel. For
wireless video transmission applications, FEC can usually be applied across packets (in the application
or channel layer) and within packets (in the link layer) [12]. In inter-packet FEC, parity packets are
usually generated in addition to source packets to perform cross-packet FEC, which is usually achieved
by erasure codes. In the link layer, redundant bits are added within a packet to perform intra-packet
prediction from bit errors. In this work, we focus on link layer FEC.

A popular family of codes used to perform link-layer FEC with variable code rates are rate-compatible
punctured convolutional (RCPC) codes [12]. RCPC codes are adopted in the level 3 of H.223 and H.324
annex C (mobile multiplexer), as a part of the mobile version of H.324 [13]. In this work we consider
using RCPC codes to perform link-layer FEC, but the proposed framework could easily be applied to
other codes as well.

RCPC codes were first introduced in [14]. A family of RCPC codes is described by the mother code
of rate

� ��� and memory � with generator tap matrix of dimension � by ���� ���
. Together with � ,

the puncturing period � determines the range of code rates as � � � �������� � where � can vary between
1 and � � ����� � . The RCPC codes are punctured codes of the mother code with puncturing matrices of
dimension �! "� . The decoding of convolutional codes is most commonly achieved using the Viterbi
algorithm. The Viterbi upper bound for the bit error probability is� ��# �� $%&(')&(*,+.-�-0/ & � &
where 13254 �6� is the free distance of the convolutional code, � & is the probability that the wrong path at
distance 1 is selected, and / & is the number of paths at Hamming distance 1 from the all-zero path. 1�254 �6�
and / & are parameters of the convolutional code, while � & depends on the type of decoding (soft or hard)
and the channel. The theoretical bounds of BER for RCPC codes can be found in [14,15]. In this work,
we use the simulated BER. The method for simulation can be found in [14, 15].

2.4. Packetization Scheme

In this section, we discuss the packetization schemes employed in the data link layer for generating
transport packets.

As shown in Fig. 1, we assume the source bits in each transport packet corresponds to one GOB
(group of blocks) 1 and every packet is independently decoded. By using a particular RCPC code with
rate 798 , the length of the packet is :;8 � :=<,> 8�?:A@B> 8 � :=<,> 8 �97�8 . Assuming independent bit errors (i.e.,
the additive noise and fading are each i.i.d. and independent of each other), the packet loss probability
for the C -th packet can be calculated by D 8 � �E� � �E� � � �BFHG � (2)

1Since in the H.263 standard [16], one row of MBs (macro-blocks) is called a GOB, we use GOB to denote one row of
blocks in the following text.
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Fig. 1. Illustration of packetization.

where � � is the BER after RCPC decoding. Note that the probability of packet loss

D 8 is a function of
transmission power level, source coding parameter, and the channel coding rate selected for this packet.

3. PROBLEM FORMULATION

Different source coding parameters and different error protection ratios result in different levels of cod-
ing efficiency and robustness; the goal of joint source-channel coding (JSCC) is to find the optimal
trade-off between coding efficiency and error robustness. In addressing this issue, an end-to-end ap-
proach has been employed, and three factors have been identified as affecting the video delivery quality
at the receiver end: the source behavior (quantization and packetization), channel characteristics, and
receiver behavior (error concealment) [1, 2, 6, 17, 18].

Besides FEC, the adjustment of transmitter power also effects the characteristics of the wireless
channel as seen by the video encoder. Specifically, at a fixed transmission rate, increasing the transmis-
sion power can increase bit energy and consequently decrease BER, as shown in (1). On the other hand,
at a fixed bit energy (keeping the same BER), increasing transmission power leads to higher transmission
rate. Therefore, allocating different transmitter power level to the different packets results in different
loss probabilities or delay for these packets. It is important to note that an increase in power may lead
to increased interference to other users in the networks or inefficient use of the available battery energy.
Thus, transmission power needs to be balanced against video delivery quality and delay. If the encoder
can specify the transmission power (at the physical layer) for each transmission bit or packet, an inter-
esting question is how to minimize the end-to-end distortion by optimally allocating bandwidth (bits)
between source coding and channel coding, and optimally allocating energy (power) to each packet.

By jointly considering error resilient source coding, FEC, and power allocation, we formulate a
JSCCPA problem given below, �

������ > �3> �
	���������� ��� ��� � �%8 '�� ��� � 8���� � � � ! � �
s.t. " � �%8 '�� :A83�$# 8 �&% 8 � � 8��$' 8 � ����(�#)" �

* � �%8 '�� :A83�$# 8 �&% 8 � ��� ( # * � �
(3)

where + , , , and - are the sets of allowable source coding parameters, channel coding parameters, and
transmission power levels, respectively, and # 8�./+ , % 8�.0, , and ' 8�.0- are the parameters selected
for the C -th packet. The source bits and power level for the C -th packet are denoted by : 8 and � 8 ,
respectively. � is the number of source packets in one frame, � ( is the transmission rate, and " � and

* �



are the energy and transmission delay constraint for the frame, respectively. Let � ��� # � � #�� ������� � # ��� ,� �	� % � �&% � ������� �&% ��� , and ! �
� ' � � '�� ������� � ' ��� denote the vector of source coding parameters, channel
coding rates, and power levels for the � source packets in a frame, respectively. The expected distortion
is calculated by

��� � 8 � � � �E� D 8 � ��� � 4B> 8 �� D 8 ��� �� > 8 � � (4)

where ��� � 8 � is the expected distortion for the k-th packet, ��� � 4B> 8 � and ��� �� > 8 � are the expected dis-
tortion when the packet is either received correctly or lost, respectively, and

D 8 is the loss probability
of the C -th source packet. Note that both ��� > 8 and � 4B> 8 are random variables. This is because, due to
channel losses, the reference frames at the decoder and the encoder may not be the same. In using the
packetization scheme discussed above, the packet loss probability

D 8 is given by (2) and is a function of# 8 , % 8 , ' 8 , as discussed in Sect. 2.4.
The calculation of ��� > 8 depends on the specific error concealment strategy used at the decoder. If

the lost MB is concealed using the mean motion vector of that of its received neighboring MBs (the
top-left, top, and top-right), the expected distortion can be generally written as

��� � 8 � � � � � D 8 � ��� � 4B> 8 �3 D 8�� �E� D 8�� � � ��� � @B> 8 �3 D 8 D 8�� � ��� ��5> 8 � � (5)

where ��� � @B> 8 � and ��� ���5> 8 � are the expected distortions after concealment when the previous packet
is either received correctly or lost, respectively. Assuming the mean squared error (MSE) criterion, the
distortion measurement based on an algorithm called ROPE (Recursive Optimal Per-pixel Estimate) [17]
can be used to recursively calculate the overall expected distortion level of each pixel.

4. SOLUTION ALGORITHM

In this section, we present a solution approach for (3) based on Lagrangian relaxation and deterministic
dynamic programming (DP).

4.1. Lagrangian Relaxation

First, we formulate a Lagrangian dual for (3) by introducing Lagrange multipliers, � ����� and ��� ��� ,
for the transmission energy and delay constraints, respectively. The resulting Lagrangian is

� ��� � � � ! � � � � ��� � � �%8 '�� � ��� � 8 ���� � � :A8��$# 8 �&% 8 � � 83�$' 8 � ��� ( � " � �3���� � :A80�$# 8 �&% 8 � ��� ( � * � � �
(6)

and the corresponding dual function is

� ��� � � ��� � �
�

� ���� > �3> �
	
� ������� � ��� � � � ! � � � � ��� � � (7)

For simplicity, let � �! � , " �! � , and
* �! � denote the expected distortion, transmission energy and transmis-

sion delay, respectively. The Lagrangian in (6) can be expressed as
� ��� � � � ! � � � � ��� � �#" �8 '��%$ ��C � ,

where
$ ��C � � � ��C � �� � � " ��C � � " � �3���� � * ��C � �0* � � �

Note that the Lagrangian may not be separable because the distortion, � ��C � , may depend on the param-
eters chosen for the previous packets. The dual problem to (3) is then given by

�
&(')+*-, � > )/.0, � � ��� � � ��� � (8)

Solving (8) will provide a solution to (3) within a convex hull approximation. Assuming we can evaluate
the dual function for a given choice of � � and ��� , a solution to (8) can be found by choosing the
correct Lagrange multipliers. This can be accomplished by using a variety of methods such as cutting-
plane methods or sub-gradient methods [19]. Alternatively, based on the observed structure of this
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Fig. 2. Four cases of cost and delay contours.

problem, we propose the following heuristic approach, which is considerably more efficient than the
above-mentioned methods.

Figure 2 illustrates four possible cases of the energy contour ������� , and the delay contour �����	�
in the 
����
�� plane, where � � and � � are the transmission energy and transmission delay constraints
for one frame, respectively. The shaded area indicates the valid choices of ��
 ��� 
 � ) which satisfy both
constraints. The triangle point in each figure represents the location of the optimal solution. From
complementary slackness, the optimal solution must lie at one of the points where the contours intersect
the axis or at the intersection of the contours 2. In Fig. 2, we show the contours intersecting at only one
point; this is the only case we have observed in practice, and we assume that it is true in the following.
Let ������������� , then the appropriate ��
 ��� 
 � ) can be obtained using the algorithm described below.

Step 1 (case a, d): Let 
 � �! , find the largest 
#" � such that �$�&%���
#"� �  (')'+*��,� . If �-�&%���
." � �  (')'/*
��� , %���
 " � �  (' corresponds to the optimal solution. Otherwise,

Step 2 (case b, d): Let 
 � �! , find the largest 
0"� such that �-�&%��& � 
."� ')'/*��0� . If �1�&%��& � 
."� ')'/*
� � , %��& � 
."� ' corresponds to the optimal solution. Otherwise,

Step 3 (case c):
i. Let 
�2 � �� , 
43 � ��
�"� , 
�5� �� , 
46� �7
."� (where 
." � and 
."� are given in steps 1 and 2).
ii. Let 
48 � �9��
 2 �;: 
 3 � ')<>= , find 
 "� within [ 
 5� , 
 6 � ] to satisfy ���&%���
�8 � � 
 "� ')'�*���� .
iii. If �1�&%���
 8 � � 
."� ')'�?��,� , then let 
�2 � �7
 8 � , 
46� �7
."� , and go to step 3ii. Otherwise,
iv. If �$�&%���
�8 � � 
 "� ')'A@B�,�ADC ( C is a relatively small number), then let 
 3 � �7
48 � , 
 5� ��
 "� , and go

to step 3ii. Otherwise,

2Here we are referring to the optimal solution to the dual problem, which is a concave problem and so complementary
slackness applies.



v. The optimal solution corresponds to �?����� � � ���� � .
In the proposed solution, when one Lagrange multiplier is fixed, the primal problem becomes a

typical Lagrangian problem with only one Lagrange multiplier. This can be solved by changing this
Lagrange multiplier to satisfy its corresponding constraint, using a bisection method [20]. Note that in
cases (a) and (b), one of the constraints is inactive. Case (d) indicates that different combinations of ( � � ,
��� ) may result in the same minimum distortion.

Next, we consider evaluating the dual function in (7). From (2), (4), and (6), the cost of each packet
$ ��C � is a function of # 8 , % 8 , ' 8 and ��� ��� > 8 � . As shown in (5), the error concealment scheme introduces
dependences between packets. Specifically, the calculation of ��� � � > 8 � depends on the coding parameter
and power levels of the neighboring packet(s), if temporal concealment based on the motion vectors of
neighboring packet(s) is used. For the particular error concealment scheme discussed above, ��� � � > 8 �
depends on the prediction mode (INTRA/SKIP or INTER), channel coding rate % 8/� � , and power level' 8�� � , for the previous packet, through the calculation of

D 8/� � and ��� � @ > 8 � , as shown in (5). The cost of
the C -th packet can be described as

$ ��C � � $ �$# 8/� � �&% 8�� � � ' 8�� � � # 8 �&% 8 � ' 8 � �
The dual can then be evaluated via dynamic programming. The time complexity of this is � ���  �� +  ,  -�� � � , where � +  ,  -�� denotes the cardinality of the set, +  ,  - [20]. Note that if a simpler
error concealment scheme is used, i.e., the lost MB is recovered from the MB with the same spatial
location in the previously reconstructed frame, the cost for packet C is in the form of

$ ��C � � $ �$# 8 �&% 8 � ' 8 � �
resulting in a time complexity of � ���  �� +  ,  -�� � .

5. EXPERIMENTAL RESULTS

5.1. Implementation Issues

In our simulations, we choose an H.263+ codec [16] to perform source coding. The test sequence is
Foreman with QCIF (176  144) format at frame rate of 30 fps. We employ a simple but efficient tem-
poral replacement strategy for error concealment. That is, at the decoder, the lost MB is replaced by
the MB with the same spatial location in the previously reconstructed frame. The distortion measure-
ment is based on a per-pixel distortion calculation, which ensures accurate estimation of the end-to-end
distortion [17]. In order to clearly illustrate the proposed JSCCPA framework, we assume that channel
feedback is available to the encoder in the form of which packets are received or lost. Feedback is only
utilized in the calculation of the expected distortion and limits the impact of error propagation. In all
experiments, the feedback delay is set as two frames and the transmission rate is 360 Kbps. We em-
phasize that the feedback delay is long enough to preclude retransmissions in this setting. Rate control
is not implemented in the video streaming system. Thus, every frame has the same transmission delay
constraint of one frame time. The image quality is measured by the peak signal to noise ratio (PSNR),
which is defined by PSNR � � �
	��� ����� .����� dB.

We use an RCPC code with generator polynomials (133, 171), mother code rate 1/2, and puncturing
rate � ��� . This mother rate is punctured to achieve the 4/7, 2/3, and 4/5 rate codes. At the receiver, soft
Viterbi decoding is used in conjunction with BPSK demodulation. We present experiments on Rayleigh
fading channels, and the channel parameter is defined as ����� � ��� �!#" . In the simulations, the bit error
rates for the Rayleigh fading with the assumption of ideal interleaving were obtained experimentally
using simulations, as shown in Table 1.

5.2. Performance Comparison of JSCPA and OERSC Systems

In this experiment, we compare the performance of two systems: the proposed framework in (3) with
fixed channel coding rate, which is referred to as JSCPA (joint source coding and power allocation)
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Table 1. Performance of RCPC (in BER) over a Rayleigh fading channel with interleaving.

system, and OERSC (optimal error resilient source coding) system. In both approaches, channel coding
rates are fixed. In the JSCPA approach, error resilient source coding and power allocation are jointly
considered within the proposed framework (3). We refer to the OERSC system as the reference system,
and run it under different channel SNR (referred to as reference channel SNR) to generate the energy
constraints for the JSCPA system. Thus, the two systems have the same transmission delay constraints
and use the same amount of transmission energy. The difference is that in JSCPA, the power level can
vary. We illustrate the performance of the two systems in Fig. 3, where we plot the average decoded
PSNR for the Foreman sequence averaged over 50 random channel error realizations under different
reference channel SNR. As shown in Fig. 3, with the above simulation setup, JSCPA outperforms the
OERSC system by up to 6 dB. The gain comes from the higher flexibility of the JSCPA approach, where
the power level can be optimally assigned to different packets to achieve UEP for video packets that are
of different importance. In addition, from Fig. 3, we can see that under some settings, little gains of
JSCPA over OERSC can be obtained (e.g., when channel SNR is 12dB and the channel coding rate
used is low, as shown in Fig. 3(b)). This observation can help us identify the effective components
in designing a practical video streaming system. Table 2 shows how transmission power is selected
for transmitting video packets in the proposed JSCPA system. Each value in parentheses denotes the
percentage of packets using the corresponding transmission power level. The transmission power is
proportional to the power level parameter.
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Fig. 3. JSCPA vs. OERSC (a) PSNR vs. average channel SNR (b) PSNR vs. transmission rate (cr
denotes channel rate in the legend; the reference channel SNR is 12dB in (b)).

Reference channel SNR (dB) 6 12 20
Channel rate=1/2 (2.4,18.5,73.9,5.1,0) (12.6,32.4,33.9,19.6,1.4) (62.3,0,12.9,0,24.8)
Channel rate=4/7 (18,0,14.3,66.1,1.6) (2.3,29.9,56.4,11.0,0.3) (10,35,39.2,13.4,2.3)
Channel rate=2/3 (40,0,0,13,47) (0.7,13.9,66.1,18.7.0.6) (11.6,10.8,69.1,6.9,1.6)
Channel rate=4/5 (45.8,0,0,0,54.2) (2,4.1,41.8,47.3,4.9) (8.2,31.5,43.8,15.3,1.3)

Table 2. Allocation of power level (1,2,3,4,5) in percentage in the JSCPA system (the reference power
level is 3).



5.3. Performance Comparison of JSCCPA and JSCPA Systems

In the second experiment, we compare the performance of the proposed framework JSCCPA (3) and
JSCPA, where the channel coding parameter is fixed. Note that the two systems have the same trans-
mission delay constraints and energy constraints, which are obtained from the corresponding reference
OERSC systems. For the two systems, we plot the average decoded PSNR for the Foreman sequence
under different channel SNR in Fig. 4(a) and at different transmission rate in Fig. 4(b). It can be seen
that JSCCPA achieves the upper bound of all JSCPA approaches. The gain comes from the higher flexi-
bility of the JSCCPA approach, where channel coding parameters can be optimally assigned to different
packets to achieve UEP. Table 3 shows how channel coding rates are selected in the JSCCPA system.
As we can see, as the channel SNR improves, less channel coding protection is needed.
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Fig. 4. JSCCPA vs. JSCPA (a)PSNR vs. average channel SNR (b) PSNR vs. channel transmission rate
(the reference channel SNR is 12dB in (b)).

Reference channel SNR (dB) 6 8 10 12 14 16 18 20
Channel rate=1/2 96.2 67.7 41.2 19.6 6.7 4.7 1.0 1.6
Channel rate=4/7 3.8 31.9 57.3 69.6 61.3 35.0 17.8 5.6
Channel rate=2/3 0 0.4 1.5 10.8 31.3 57.7 73.9 69.6
Channel rate=4/5 0 0 0 0 0.7 2.6 7.3 23.2

Table 3. Channel coding rates in percentage in JSCCPA system.

6. CONCLUSIONS

We present a cross-layer joint source-channel coding and power allocation approach for trading off
video quality and resource allocation for energy efficient wireless video communications. Through sim-
ulations, we have illustrated the advantages of the proposed JSCCPA framework, where error resilient
source coding at the application layer, FEC at the link layer, and power allocation at the physical layer
are jointly considered in providing UEP and consequently achieving the best video delivery perfor-
mance.
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