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Abstract—Microwave imaging via space–time (MIST) beam-
forming has been proposed recently for detecting small malignant
breast tumors. In this paper, we extend the previously presented
two-dimensional space–time beamformer design to three-dimen-
sional (3-D), and demonstrate its efficacy using experimental data
obtained with a multilayer breast phantom. The breast phantom
consists of a homogeneous normal breast tissue simulant covered
by a thin layer of skin simulant. A small synthetic malignant
tumor is embedded in the breast phantom. We have developed
several tumor simulants that yield the range of dielectric contrasts
between normal and malignant tissue that are expected in clinical
scenarios. A microwave sensor comprised of a synthetic planar
array of compact ultrawide-band (UWB) antennas is immersed
in a coupling medium above the breast tissue phantom. At each
position in the array, the antenna transmits a synthetically
generated pulse (1–11 GHz) into the phantom. The received
backscatter signals are processed by a data-adaptive algorithm
that removes the artifact caused by antenna reverberation and
backscatter from the skin–breast interface, followed by 3-D
space–time beamforming to image backscattered energy as a
function of location. Our investigation includes a numerical (finite
difference time domain) and experimental study of the UWB
antenna performance in the immersion medium, as well as a study
of the influence of malignant-to-normal breast tissue dielectric
contrast on dynamic range requirements and tumor detectability.
This paper represents the first experimental demonstration of
3-D MIST beamforming in multilayer breast phantoms with
malignant-to-normal dielectric contrasts down to 1.5 : 1 for a
4-mm synthetic tumor.

Index Terms—Breast cancer detection, finite difference time
domain (FDTD), microwave imaging, space–time beamforming,
tissue phantoms, ultrawide-band (UWB) antennas.

I. INTRODUCTION

EARLY detection and timely medical intervention are key
factors affecting long-term survival and life quality of

breast-cancer patients. X-ray mammography remains the pri-

Manuscript received September 19, 2003; revised March 13, 2004. This work
was supported by the Department of Defense Breast Cancer Research Program
under Award DAMD17-02-1-0625, by the National Science Foundation under
Grant BES 0201880, by the National Institutes of Health under Grant R21
CA92188-01 awarded by the National Cancer Institute, and under the Graduate
Engineering Research Scholars Program.

X. Li is with the Department of Biomedical Engineering, Northwestern
University, Evanston, IL 60208 USA (e-mail: xuli@northwestern.edu).

S. K. Davis, S. C. Hagness, D. W. van der Weide, and B. D. Van Veen are
with the Department of Electrical and Computer Engineering, University of
Wisconsin–Madison, Madison, WI 53706 USA (e-mail: skdavis@cae.wisc.edu;
hagness@engr.wisc.edu; danvdw@engr.wisc.edu; vanveen@engr.wisc.edu).

Digital Object Identifier 10.1109/TMTT.2004.832686

mary screening method for detecting nonpalpable early-stage
breast tumors. However, despite significant progress in
improving the mammographic technique, well-recognized
limitations persist [1]. Most significantly, there is a need for
improved sensitivity and specificity, particularly in the case of
radiographically dense breast tissue. Approximately 4%–34%
of all breast cancers are missed by conventional mammog-
raphy [2], while nearly 70% of all breast lesions identified by
mammography turn out to be benign [3]. Other drawbacks
of mammography include the risk of accumulating low-dose
ionizing radiation over repeated scans and patient discomfort
due to breast compression during the exam. These limitations
motivate the search for alternative or complementary technolo-
gies for early breast cancer detection. One such modality is
microwave imaging.

Both passive and active microwave-imaging techniques are
under investigation for breast cancer detection [4]. Passive mi-
crowave radiometry [5], [6] exploits temperature differences be-
tween malignant and normal breast tissue. Active microwave
imaging exploits the significant dielectric contrast between ma-
lignant tumors and normal breast tissue at microwave frequen-
cies ([7]–[9]), which results in microwave scattering or selec-
tive heating/absorption. The dielectric contrast, which is esti-
mated to be greater than 2 : 1, is much higher than the few per-
cent contrast in radiographic density exploited by X-ray mam-
mography. Therefore, even though active microwave imaging
does not offer the high spatial resolution provided by X-rays, it
has the potential to offer improved sensitivity and specificity. In
addition, active microwave imaging is a nonionizing and nonin-
vasive modality, and does not require breast compression. The
radiated power level is much lower than that from a typical
cell-phone antenna.

Three types of active microwave breast imaging techniques
have been proposed: hybrid microwave-induced acoustic
imaging [10], [11], microwave tomography [12]–[16], and
ultrawide-band (UWB) microwave radar techniques [17]–[23].
In the hybrid approach, microwave signals are transmitted into
the breast to heat tumors, and ultrasound transducers detect
pressure waves generated by tumor expansion. The received
waveforms are used to infer the tissue dielectric-properties
distribution inside of the breast. In tomographic image recon-
structions, a nonlinear inverse scattering problem is solved to
recover the spatial distribution of dielectric properties in the
breast. In contrast to tomography, the proposed UWB radar
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approaches seek only to identify the presence and location of
significant backscattered energy from malignant breast tumors.

Our recently proposed method of microwave imaging via
space–time (MIST) beamforming [22], [23] is representative
of the class of UWB radar techniques. The space–time beam-
former assumes that each antenna in an array sequentially
transmits a low-power UWB signal into the breast and records
the backscatter. The backscatter signals are passed through
the beamformer, which is designed to image backscattered
energy as a function of location in the breast. Malignant tumors
produce localized regions of relatively large backscatter energy
due to their significant dielectric contrast with normal breast
tissue and, thus, stand out in the image. Note that the current
scope of this approach is the detection of abnormalities inside
of the breast. Since certain types of benign breast lesions may
also exhibit a significant dielectric contrast relative to normal
breast tissue, differentiation between malignant and benign
tumors will likely involve the examination of other scattering
characteristics such as polarization and spectral signatures [18],
and is beyond the scope of this paper.

We previously demonstrated the theoretical feasibility
of MIST beamforming for tumor detection by applying
two-dimensional (2-D) space–time beamformers to simulated
backscatter data obtained from a variety of anatomically real-
istic MRI-derived 2-D finite-difference time-domain (FDTD)
breast models [22], [23]. The results show that the MIST
beamforming approach offers significant improvements over
previous UWB radar techniques based on simpler focusing
schemes [17], [19]–[21]. The robustness of MIST beamforming
with respect to a number of potential challenges associated
with imaging the inherently heterogeneous breast has also been
demonstrated.

While extensive experimental results have been obtained
using a pre-clinical prototype of a microwave tomographic
system [13], only very preliminary experimental studies have
been reported to date using UWB radar techniques. In a recent
experimental feasibility study [24], simple time-shift-and-sum
focusing schemes [17], [19]–[21] were used to detect a 2-D
wood, copper, or water-filled object (representing a malignant
tumor) inside an otherwise hollow PVC pipe (representing
skin and normal breast) in free space. In this study, the pipe
was illuminated by a large horn antenna or resistively loaded
monopole antenna positioned at several points encircling the
pipe. The study was designed to mimic the system configura-
tion where the patient is lying in a prone position with antennas
surrounding the breast. In our own initial experimental feasi-
bility study of the MIST beamforming approach [25], small
water-based synthetic malignant tumors were successfully
imaged in a homogeneous 3-D background. This first-genera-
tion phantom did not contain a layer of skin and the dielectric
contrast between the normal and malignant-tissue simulants
was somewhat larger than that measured in actual breast tissue.

In this paper, we present an in-depth experimental study of the
MIST beamforming approach using second-generation multi-
layer 3-D breast phantoms. In contrast to our previous research,
our new class of breast phantoms now features a thin layer of
skin simulant that separates the interior of the breast phantom
from the antenna immersion medium, and normal and malignant

tissue simulants that mimic the dielectric contrast expected in
clinical scenarios. The experimental configuration is designed
to mimic a scan of a patient lying in a supine position. A mi-
crowave sensor comprised of a mechanically scanned UWB
antenna is immersed in a coupling medium above the breast
phantom. At each position in the array, the antenna transmits
a synthetically generated pulse into the phantom. The received
backscatter signals are processed by a data-adaptive algorithm
that removes the artifact caused by antenna reverberation and
backscatter from the skin–breast interface. We extend the pre-
viously reported 2-D beamformer design and implementation
[22], [23] to three-dimensional (3-D), and demonstrate its effi-
cacy using the experimental data. Our investigation includes a
study of the performance of the UWB antenna in the immer-
sion medium. We obtain excellent agreement between the ex-
perimental results and FDTD simulations [26] of the antenna.
The imaging results demonstrate that the MIST beamforming
approach offers the potential of detecting small ( 5 mm) breast
tumors with realistic dielectric contrasts with respect to normal
breast tissue using state-of-the-art, but readily available hard-
ware.

Section II reviews published measurements of breast-tissue
dielectric properties. These measurement results provide the
basis for the range of dielectric contrasts selected for our
experimental breast phantoms. The phantom configuration and
experimental setup are described in Section III. Section IV pro-
vides a detailed numerical and experimental characterization of
the UWB antenna element that is used to transmit and receive
microwave signals. Section V presents the signal-processing
algorithms with emphasis on the introduction of the 3-D MIST
beamforming procedure, as well as representative imaging
results. In Section VI, we investigate the impact of dielectric
contrast on system dynamic range requirements and the image
signal-to-clutter ratios.

II. REVIEW OF BREAST TISSUE DIELECTRIC PROPERTIES

Several dielectric spectroscopy studies reported in the litera-
ture over the past 20 years suggest that the dielectric-properties
contrast between malignant and normal breast tissue is greater
than 2 : 1 in the RF and microwave frequency range. Recogni-
tion of the potential diagnostic value of such a contrast is one of
the primary motivating factors for the development of active mi-
crowave imaging technologies for breast cancer detection. The
fundamental difference in the permittivity and conductivity of
breast carcinoma and normal breast tissues appears to arise in
part from the increased water content in neoplastic tissue due
to increased protein hydration [27] and vascularization/angio-
genesis of malignant tumors. Thus, microwave frequencies can
exploit potentially strong indicators of malignancy associated
with physical or physiological factors of clinical interest.

Breast-tissue dielectric properties published by
Chaudhary et al. [7], Surowiec et al. [8], and Joines et al.
[9] are summarized in Fig. 1 as a function of frequency. For
breast imaging, we are interested in the 1–10-GHz regime
because it appears to balance the conflicting demands of
better spatial resolution (higher frequencies) and better
penetration depth (lower frequencies). We note that the existing
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Fig. 1. Summary of measured dielectric-properties data for normal and
malignant breast tissue at radio and microwave frequencies. Four-term
Cole–Cole parametric dispersion models for infiltrated fat and muscle are used
to illustrate the extrapolation of measured data to higher frequencies (above
3 GHz).

studies on normal and malignant breast tissue do not cover
frequencies above 3 GHz. Therefore, in Fig. 1, we extrapolate
the measured data to higher frequencies using established
four-term (10 Hz–100 GHz) Cole–Cole parametric dispersion
models [28] for the complex permittivity of infiltrated fat and
muscle—two biological tissues that mimic the lower and upper
bounds on the relative permittivity ( ) and conductivity [ (in
siemens per meter)] of tissue in the breast

(1)

The parameters for infiltrated fat ( , S/m,
, , , ,

ps, ns, s, ms,
, , , ) yield

and S/m at 6 GHz, while the parameters for muscle
( , S/m, , ,

, , ps, ns,
s, ms, , , ,
) yield a dielectric constant of 48.2 and conductivity

of 5.2 S/m at 6 GHz. This data extrapolation process suggests a
baseline contrast between malignant and normal breast tissue on
the order of 5 : 1 in dielectric constant and 6 : 1 in conductivity.
We are currently conducting dielectric spectroscopy measure-
ments on freshly excised breast tissue specimens at microwave
frequencies (up to 20 GHz) in a collaborative research effort be-
tween the University of Wisconsin–Madison and the University
of Calgary, Calgary, AB, Canada. The higher-frequency extrap-
olations of the data in Fig. 1 are supported by our preliminary
dielectric characterization data.

The variability in the dielectric properties of normal breast
tissue reported in any individual study is less than 10% [7],
[9]. However, the different dielectric properties data sets are not
all in agreement, as illustrated by the variability in normal breast
tissue properties across the three studies summarized in Fig. 1.
Furthermore, our own measurements to date indicate that the

Fig. 2. Schematic showing a cross-sectional side view of the experimental
setup.

impact of the heterogeneity of normal breast tissue on dielec-
tric properties is more significant than the variability suggested
by any of the individual studies of Fig. 1. The heterogeneity
of normal tissue may, in fact, explain the variability observed
across the different studies in Fig. 1. In addition, the average
dielectric properties of normal breast tissue may vary consid-
erably from patient to patient due to differences in the amount
of fat versus fibroglandular tissue. Increased average density or
heterogeneity of breast tissue will result in a reduced contrast
with malignant tissue. For example, Meaney et al. [13] recently
reconstructed the dielectric properties of normal breast tissue
in vivo using a clinical prototype of a microwave tomographic
system operating at 900 MHz. Their reconstructed average per-
mittivity and conductivity profiles of normal breast tissue are
considerably higher than the previously published values mea-
sured ex vivo by open-ended coaxial probes, suggesting that the
contrast between normal and malignant breast tissue may be
closer to 2 : 1.

Due to the uncertainty of the dielectric contrast between ma-
lignant and normal breast tissue, we consider contrasts in
ranging from approximately 5 : 1 down to less than 2 : 1 in this
paper. The scenarios where the dielectric contrast is reduced
from the 5 : 1 baseline case are inherently more challenging for
tumor detection and, therefore, are good tests of the robustness
of our imaging method.

III. MULTILAYER BREAST PHANTOM CONFIGURATION

AND EXPERIMENTAL SETUP

The experiment setup shown in Fig. 2 emulates a system con-
figuration where a patient is lying in a supine position with a
2-D antenna array placed near the surface of the naturally flat-
tened breast. The breast phantom consists of a container filled
with a liquid mimicking normal breast tissue, a small synthetic
tumor suspended in the liquid, and a thin layer of material rep-
resenting the skin layer covering the normal breast tissue simu-
lant. A single UWB antenna is sequentially repositioned in the
horizontal plane using a computer-controlled mechanical –
scanner to synthesize a 2-D antenna array placed above the skin.
The antenna is immersed in a matching medium to couple mi-
crowave energy into the breast more efficiently. Here, for sim-
plicity, the liquid used for normal breast tissue simulant is also
used as the immersion medium.

The tissue simulants in the phantom are chosen to approxi-
mate the dielectric properties of the corresponding tissue types.
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Most importantly, the dielectric contrast between the tissue sim-
ulants mimics the contrasts observed between different biolog-
ical tissues at microwave frequencies. In addition to dielectric
properties, factors such as availability, cost, toxicity, and sta-
bility are taken into consideration in choosing phantom mate-
rials. In the study presented in this paper, soybean oil is used
as the normal breast tissue simulant because it is an inexpensive
nontoxic liquid with dielectric properties roughly similar to very
low-water-content fatty tissue. The soybean oil is contained in
a 36 cm 36 cm 26 cm tank. The tank is large enough so
any reflection from the boundaries or bottom of the tank can be
removed using time gating. The dielectric properties of the oil
( and S/m at 6 GHz), as measured using an
open-ended coaxial probe technique [29], fall slightly below the
expected range of the dielectric properties for fatty breast tissue.
Therefore, we have chosen materials for the skin and tumor sim-
ulants that similarly underestimate the actual dielectric proper-
ties of those tissue types so that the dielectric contrasts in the
breast phantom are representative of those for actual tissue.

Since a large volume of normal breast tissue simulant is
required in this experimental setup, the variation of malig-
nant-to-normal tissue contrast is introduced by changing the
dielectric properties of the malignant tissue simulant while
using the same normal tissue simulant. Five malignant tissue
simulants with varying and conductivity are developed
using a diacetin–water solution with different concentrations.
The resulting contrast in between malignant and normal
tissue simulants ranges from 1.5 : 1 to 5.2 : 1. As discussed in
Section II, this represents the range of contrasts expected in
clinical scenarios and is representative of likely between-pa-
tient variability in average breast density. Fig. 3(a) plots

as a function of water content in the
malignant tissue simulants. As the diacetin solution is diluted
with more water, the mixture exhibits an increased and
and, thus, yields a higher dielectric contrast with the normal
breast tissue simulant. Fig. 3(b) shows the measured dielectric
constant of normal and malignant tissue simulants for the
entire frequency range of interest (1–11 GHz). The synthetic
tumor is made by pouring the water–diacetin mixture into a
4-mm-diameter cylindrical container that has a height of 4 mm.
The container is composed of a section of plastic tube wrapped
and sealed with a latex membrane. The dielectric properties
of the container materials are similar to those of the soybean
oil. A 0.1-mm-diameter nylon thread is used to suspend the
synthetic tumor in the oil.

The skin layer in the phantom is created using a 1.5-mm-thick
unclad FR4 glass epoxy printed circuit board (PCB). According
to the manufacturer, the dielectric properties of FR4 at 1 GHz
are with a loss tangent of 0.016. Thus, as desired, the
dielectric constant of the skin simulant falls in between that of
the normal and malignant tissue simulants.

During data collection, the UWB antenna is sequentially
scanned in 1-cm increments to 49 different positions in a 6 cm

6 cm array. The antenna element is positioned so that its
aperture is 1 cm above the skin surface. The antenna is con-
nected to an Agilent E8364A (10 MHz–50 GHz) performance
network analyzer (PNA) to transmit and receive microwave
signals. At each antenna location in the synthetic array, the

Fig. 3. (a) Contrast in " at 6 GHz between normal and malignant breast
tissue simulants. The horizontal axis shows the percentage of water (by volume)
present in the water–diacetin solution used for the malignant tissue simulants.
(b) Measured " of the normal breast tissue simulant and the five different
malignant breast tissue simulants as a function of frequency.

PNA performs a frequency sweep from 1 to 11 GHz with 201
frequency samples and records the backscatter ( -param-
eter). The frequency-domain backscattered signals are scaled
by the spectrum of the desired input pulse and transformed to
the time domain using an inverse fast Fourier transform (FFT)
algorithm. In the results presented in this paper, the input is a
modulated Gaussian pulse given by

(2)

where GHz and ps. The spectrum of this source
waveform has a peak near 6 GHz and a bandwidth of 8 GHz,
which is sufficiently covered by the 1–11-GHz swept frequency
range.

IV. DESIGN AND CHARACTERIZATION OF THE UWB ANTENNA

The UWB antenna used for transmitting/receiving mi-
crowave energy is a modified version of a double-ridged
pyramidal horn antenna [30], [31]. The waveguide section is
eliminated, and one of the two ridges is replaced by a curved
metallic plane terminated by resistors. The generic form of
this configuration has been proposed in [32]. We customized
this design to centimeter-scale dimensions for operation in the
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Fig. 4. (a) UWB antenna used in the microwave imaging system. (b) FDTD
model of the UWB antenna geometry (cross-sectional side view with the
launching plane on the right-hand side). The solid lines depict electric field
vector components located along metal surfaces. The region bounded by the
dashed rectangle is zoomed in in (c) to illustrate the geometry of the antenna
feed. (c) Cross-sectional side view of the antenna feed model.

microwave frequency range and characterized its time- and
frequency-domain performance in free space [33]. Here, we
present an experimental and numerical time-domain charac-
terization of the UWB antenna immersed in the phantom’s
coupling medium (soybean oil).

As shown in Fig. 4(a), the main structure of the antenna
includes a pyramidal horn radiation cavity, metallic ridge,
and curved metallic launching plane terminated with resistors.
The pyramidal horn is connected to the outer conductor of the
coaxial feed via a subminiature A (SMA) connector and serves
as the ground plane providing a current return path. The depth
of the pyramidal horn is 1.3 cm and the aperture dimensions
are 2.5 cm 2.0 cm. The curved planar launching plane is

connected to the central conductor of the coaxial feed. It curves
toward one of the sidewalls of the pyramidal horn and tapers
toward the feed point. Two 100- termination resistors are
connected in parallel near opposite corners of the launching
plane to suppress reflections from the end of the launching
plane. A ridge is attached to the interior side of the horn-shaped
ground plane opposite the curved launching plane. The top
surface of the ridge curves from the feed point toward the
antenna aperture.

We developed a 3-D FDTD model of the UWB antenna to as-
sist in the characterization of the antenna. The antenna geometry
is modeled using a uniform space lattice with 0.5-mm grid res-
olution. The curved or flared metal surfaces of the antenna are
modeled using a staircased approximation. Fig. 4(b) displays a
2-D cut through the FDTD antenna model with the launching
plane positioned on the right-hand side. The solid lines depict
electric field vector components located along metal surfaces.
Fig. 4(c) shows an enlarged view of the feed geometry. The base
of the pyramidal horn is covered by a small metal plane to pro-
vide a complete ground plane. A vertical gap of one grid cell ex-
ists between the feed point of the launching plane and the base of
the horn. The antenna excitation is implemented using a 1.0-V
50- resistive voltage source across the gap [34]. The 100-
termination resistors attached to the end of the launching plane
are incorporated into the FDTD model using a lumped circuit
element formulation [34]. The FDTD grid is terminated with a
Berenger perfectly matched layer absorbing boundary condition
[35].

The UWB performance of the antenna can be characterized
in the time domain by the fidelity , which is a measure of
how accurately the transmitted waveform reproduces the time
derivative of the voltage applied to the antenna terminals or,
equivalently, how accurately the received voltage reproduces
the transient field incident upon the antenna [36]. To investi-
gate the antenna’s fidelity in transmission and reception of the
UWB signal in the immersion medium, two replicas of the an-
tenna shown in Fig. 4 are connected to the two ports of the
PNA and aligned face-to-face immersed in soybean oil with
a 5-cm separation between the ends of the pyramidal horns.
In the FDTD simulation, the two antennas are modeled using
a configuration similar to the experimental setup. Using the
procedures described in [33], we apply the source waveform
plotted in Fig. 5(a) to the input terminals of the transmitting
antenna. Fig. 5(b) shows the simulated and measured wave-
forms recorded at the receiving antenna. The fidelity, defined
as , corresponds to the max-
imum magnitude of the cross-correlation between the normal-
ized observed response and ideal response . A fidelity
of indicates a perfect match between and . Here,

is calculated as the normalized time derivative of the source
waveform, and is calculated using the normalized versions
of the simulated and measured waveforms plotted in Fig. 5(b).
This calculation yields a fidelity of approximately 0.94 and 0.97
for measured and simulated data, respectively, which verifies
the excellent agreement between the transmitted and received
waveforms shown in Fig. 5(b).

To examine the spatio-temporal radiation characteristics of
the antenna, we use FDTD simulations to compute the transient
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Fig. 5. (a) Source waveform applied to the input of the transmitting antenna.
(b) FDTD-computed and measured waveforms recorded at the receiving
antenna located at a distance of 5 cm from the transmitter when both antennas
are immersed in a medium matched to the normal breast tissue simulant.

fields radiated by the transmitting antenna at several observation
points. Fig. 6(a) shows the radiated electric-field waveforms ob-
served at a distance of 5 cm from the antenna over an angular
span of 90 on either side of boresight in the -plane. Here,
the -plane intersects the launching plane and ridge and di-
vides the antenna geometry into two symmetric halves. Fig. 6(b)
shows the radiated field in the -plane, which passes between
the launching plane and ridge. The fidelity values calculated for
the radiated waveforms within the antenna’s main radiation lobe
are greater than 0.8.

V. SIGNAL PROCESSING AND IMAGE FORMATION

After measuring backscatter signals from the multi-
layer breast phantoms, time-domain backscatter waveforms are
synthesized. Next, dominant early-time artifacts are removed
from the waveforms before 3-D MIST beamforming is em-
ployed to create an image of backscatter energy as a function
of position.

The early-time artifacts in the received waveforms include an-
tenna reverberation and reflections from the skin–breast inter-
face. The data-adaptive algorithm reported in [22] is applied to
remove these artifacts. In this algorithm, the artifact in the wave-
form received by a single antenna at one location is estimated as
a filtered combination of the waveforms received at all other an-
tenna locations and removed from the received waveform. The
filter weights are chosen to minimize the residual signal mean-
squared error calculated over the artifact-dominated early-time
response. We note that the artifact removal algorithm presented
in [22] is not limited to a planar interface geometry. Surface cur-
vature, variations in skin thickness, and heterogeneity of the un-
derlying breast tissue are all accounted for by the data-adaptive
procedure. The effectiveness of the algorithm was demonstrated
with realistic 2-D numerical phantoms in [22].

Here, the efficacy of the artifact-removal algorithm is
demonstrated using backscatter waveforms collected from

Fig. 6. Electric-field waveforms computed as a function of observation angle
at a constant distance of 5 cm from the transmitting antenna when the antenna
is immersed in soybean oil. (a) E-plane waveforms with the launching plane
positioned on the right side. (b) H-plane waveforms.

the experimental breast phantom illustrated in Fig. 2.
The 4-mm-diameter synthetic tumor made of simulant #5

is placed 2.0 cm below the skin
surface under the central antenna location. In Fig. 7, the signals
received at the central row in the antenna array are plotted
before and after artifact removal. Prior to applying the artifact
removal algorithm, the early-time response, shown by the
dashed curves in the left-hand-side panel, is dominated by the
antenna reverberation and skin–breast backscatter response.
The late-time response, shown by the dashed curves in the
right-hand-side panel using an enlarged vertical scale, contains
the tumor response, which is completely masked by the slowly
decaying artifact response. The solid curves represent the
processed signals obtained by applying the artifact removal
algorithm. The early-time artifact is almost completely elimi-
nated as shown in the left-hand-side panel. The tumor response
is now clearly evident in the late-time response depicted in
the right-hand-side panel. The shaded areas highlight the time
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Fig. 7. Backscattered signals recorded for the experimental breast phantom
with tumor simulant #5. The waveforms received at the central row of the
synthetic array are plotted before applying the artifact removal algorithm
(dashed curves) and after (solid curves). The left-hand-side panel shows
the early-time response, while the right-hand-side panel shows the late-time
response. The shaded regions highlight the expected time window of the tumor
response.

window in which the tumor response is expected based on the
known material properties and location of the tumor.

After artifact removal, an image of backscatter energy is
formed by applying space–time beamformers to the received
backscatter, as proposed in [22] and [23]. For a candidate tumor
location , beamforming serves to pass scattered signals that
originate from with approximate unit gain while attenuating
other scattered signals and noise. This spatial discrimination is
achieved by designing beamformer filters that solve a penalized
least squares problem. In the beamformer design, backscatter
from a tumor at is modeled by an idealized point source
in a homogeneous dielectric medium and propagation effects
including path-length-dependent time delays, attenuation, and
dispersion are equalized. By scanning the candidate tumor
location over a 3-D reconstruction region and calculating
the energy of the beamformer output at each scan location,
we obtain an image of backscatter energy that we use to
infer the presence and locations of strong scatterers. In a 2-D
numerical study [22], we showed that this design is capable
of detecting multiple small ( 0.6 cm) scatterers and is robust
to imperfect knowledge of dielectric properties. In this paper,
the beamformers are designed for our 3-D experimental setup
using frequency-domain techniques [23]. The beamformer
design assumes a 7 7 antenna array with 1-cm lateral spacing
centered above a 6 cm 6 cm 5 cm image reconstruction
domain that is sampled with 1-mm pixel resolution. The
homogeneous dielectric medium assumed by the beamformers
is matched to soybean oil.

Fig. 8 illustrates the ideal spatial discrimination capability
of this 3-D beamformer. The beamformer gain, defined as the
output power due to an idealized point scatterer in a homoge-
neous medium, is plotted on a decibel scale as a function of scat-

Fig. 8. Beamformer gain as a function of position when the design location
is positioned 3.2 cm below the center of the antenna array. The coordinates are
defined so that the array located at z = �1 cm. (a) yz-plane at x = 0:0 cm.
(b) xz-plane at y = 0:0 cm. (c) xy-plane at z = 2:2 cm. In each pattern, the
location of the maximum is equal to the design location and is marked by a “+.”

terer position in three orthogonal planes cutting through the de-
sign location (marked by “ ”). These patterns indicate that the
beamformer attenuates scattered signals originating from any
location that is greater than 2 cm away from the design location
by over 10 dB.

Fig. 9 shows the MIST beamforming results for the experi-
mental breast phantom consisting of 4-mm-diameter synthetic
tumor placed 2 cm below the skin surface under the center of
the array. Tumor simulant #1 is used in this case to illustrate the
results for the most challenging scenario of minimum malig-
nant-to-normal tissue contrast .
The 3-D image of backscatter energy is generated for a 6 cm
6 cm 5 cm domain with a 1-mm pixel resolution. Three or-
thogonal planes from the 3-D image are labeled using - and

-axes that correspond to the lateral dimensions of the imaging
domain and a -axis that corresponds to the depth dimension.
The origin of the -axis roughly corresponds to the location of
the skin layer. The two energy peaks in the depth direction corre-
spond to scattering from the top and bottom surfaces of the com-
pact cylindrical tumor. The peak energy nearest the surface is lo-
cated within 2 mm of the top edge of the actual tumor. For com-
parative purposes, the same beamforming process is also ap-
plied to the backscatter waveforms obtained from a tumor-free
phantom. The signal-to-noise (S/N) ratio is defined as the ratio
of the maximum tumor energy to the maximum noise energy
in the tumor-free phantom. The tumor response in the received
waveforms contributes to “signal,” while “noise” is introduced
by residual artifacts associated with antenna reverberation and
reflections from the skin–breast interface, as well as conven-
tional instrument noise. The S/N is 4.9 dB for the reduced con-
trast scenario presented in Fig. 9.
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Fig. 9. Color image of backscattered energy for the experimental breast
phantom of Fig. 2, which contains a 4-mm-diameter synthetic tumor located
at a depth of 2 cm below the skin surface. The contrast in " between normal
and malignant tissue simulants is only 1.5 : 1. The orthogonal planes intersect
the shallower of the two energy peaks of the tumor response. (a) yz-plane at
x = 0:1 cm. (b) xz-plane at y = 0:1 cm. (c) xy-plane at z = 2:3 cm.

VI. INFLUENCE OF DIELECTRIC CONTRAST BETWEEN

MALIGNANT AND NORMAL BREAST TISSUE

This section presents a study of the effect of the dielectric con-
trast between malignant and normal breast tissue on the tumor
backscatter response and the image S/N. As explained in Sec-
tion III, the different dielectric contrasts are created using five
tumor simulants with varying dielectric properties.

First, the effect of tissue contrast on the tumor response
recorded by a single antenna element is examined. Five dif-
ferent dielectric properties for the tumor simulants are used in
the experimental breast phantom. The time-domain waveform
received at the antenna located at the center of the synthesized
array is collected. The antenna reverberation and the reflection
at the skin interface are removed by subtracting the antenna
response obtained with a tumor-free phantom. Fig. 10(a) shows
the measured tumor-response waveforms for five tumor simu-
lants that yield contrasts ranging from 1.5 : 1 (tumor simulant
#1) to 5.2 : 1 (tumor simulant #5). The tumor response, as ex-
pected, increases as the tissue contrast increases. In the case of
the 5.2 : 1 dielectric contrast, the peak-to-peak tumor response
is 1.3 mV when the peak-to-peak voltage of the source pulse is
1.6 V. Therefore, a minimum time-domain dynamic range of
62 dB is required to detect this tumor response. In the case of
the minimum dielectric contrast ,
the peak-to-peak tumor response is 0.4 mV, which requires a
dynamic range of 73 dB to be detected. This can be visualized
in Fig. 10(b), where the dynamic-range requirements calculated
from peak-to-peak tumor response values are plotted for all
five cases as a function of contrast in dielectric constants
between malignant and normal breast tissue simulants. Note
that the dynamic range values quoted here are the minimum
requirements for the corresponding contrast. Real decreases in

Fig. 10. (a) Measured backscatter waveforms from 4-mm synthetic tumors
with malignant-to-normal tissue simulant contrasts ranging from 5.2 : 1 (tumor
simulant #5) to 1.5 : 1 (tumor simulant #1). (b) Dynamic range requirements to
capture the tumor responses as a function of the tissue contrasts.

Fig. 11. Image S/N as a function of the contrast in " between the malignant
and normal breast tissue simulants.

malignant-to-normal breast tissue contrast are expected to arise
from increases in normal breast tissue density, which also result
in greater attenuation of both transmitted and backscattered
microwave signals.
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The influence of malignant-to-normal dielectric contrast on
image quality and tumor detectability is also studied. MIST
beamforming results are obtained for the experimental breast
phantom used in Section V, but with five different dielectric
properties for the tumor simulants. Image S/N is plotted in
Fig. 11 as a function of contrast in between normal and
malignant tissue simulants. As the contrast increases from
1.5 : 1 to 5.2 : 1, the image S/N improves from 4.9 to 14.5 dB.
Since the noise components are relatively constant given iden-
tical hardware and phantom geometry, the increase in tumor
response translates directly to an improvement in image S/N.

VII. CONCLUSION

We have presented the first experimental demonstration of
3-D MIST beamforming in multilayer breast phantoms with
malignant-to-normal dielectric contrasts down to 1.5 : 1 for a
4-mm synthetic tumor. The enhanced focusing capabilities of
MIST beamforming and the efficacy of a data-adaptive algo-
rithm for removing antenna reverberation and reflections from
the skin–breast interface have been fully demonstrated. Excel-
lent agreement has been obtained between the experimental
measurements and FDTD simulations of the UWB antenna
used in the experiments. The influence of malignant-to-normal
breast tissue dielectric contrast on the dynamic range require-
ments and tumor detectability has been summarized. Our
experimental results suggest that MIST beamforming may
offer the potential of detecting small breast tumors using
state-of-the-art, but readily available hardware and robust
signal-processing algorithms.
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