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Abstract. Traditional association rules mining cannot meet the demands arising 
from some real applications. By considering the different values of individual 
items as utilities, utility mining focuses on identifying the itemsets with high 
utilities. In this paper, we present a Two-Phase algorithm to efficiently prune 
down the number of candidates and precisely obtain the complete set of high 
utility itemsets. It performs very efficiently in terms of speed and memory cost 
both on synthetic and real databases, even on large databases that are difficult 
for existing algorithms to handle. 

1   Introduction 

Traditional Association rules mining (ARM) [1] model treat all the items in the data-
base equally by only considering if an item is present in a transaction or not. Frequent 
itemsets identified by ARM may only contribute a small portion of the overall profit, 
whereas non-frequent itemsets may contribute a large portion of the profit. In reality, 
a retail business may be interested in identifying its most valuable customers (cus-
tomers who contribute a major fraction of the profits to the company). These are the 
customers, who may buy full priced items, high margin items, or gourmet items, 
which may be absent from a large number of transactions because most customers do 
not buy these items. In a traditional frequency oriented ARM, these transactions rep-
resenting highly profitable customers may be left out. Utility mining is likely to be 
useful in a wide range of practical applications. 

Recently, a utility mining model was defined [2]. Utility is a measure of how “use-
ful” an itemset is. The goal of utility mining is to identify high utility itemsets that 
drive a large portion of the total utility. Traditional ARM problem is a special case of 
utility mining, where the utility of each item is always 1 and the sales quantity is ei-
ther 0 or 1. 

There is no efficient strategy to find all the high utility itemsets due to the non-
existence of “downward closure property” (anti-monotone property) in the utility 
mining model. A heuristics [2] is used to predict whether an itemset should be added 
to the candidate set. We refer this algorithm as MEU (Mining using Expected Utility) 
for the rest of this paper. However, the prediction usually overestimates, especially at 
the beginning stages, where the number of candidates approaches the number of           
all the combinations of items. Such requirements can easily  overwhelm  the  available  
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memory space and computation power of most of the machines. In addition, MEU 
may miss some high utility itements when the variance of the itemset supports is 
large. 

The challenge of utility mining is in restricting the size of the candidate set and 
simplifying the computation for calculating the utility. In order to tackle this chal-
lenge, we propose a Two-Phase algorithm to efficiently mine high utility itemsets. A 
performance study has been conducted on real and synthetic data, obtaining signifi-
cant improvement in terms of speed and accuracy over the best existing algorithm [2]. 
Our algorithm easily handles very large databases that existing algorithms cannot 
handle. 

The rest of this paper is organized as follows. Section 2 overviews the related 
work. In Section 3, we propose the Two-Phase algorithm. Section 4 presents our ex-
perimental results and we summarize our work in section 5. 

2   Related Work 

Researches that assign different weights to items have been proposed in [3, 4, 5, 6]. 
These weighted ARM models are special cases of utility mining. 

A concept, itemset share, is proposed in [7]. It can be regarded as a utility because 
it reflects the impact of the sales quantities of items on the cost or profit of an itemset. 
Several heuristics have been proposed. 

A utility mining algorithm is proposed in [8], where the concept of “useful” is de-
fined as an itemset that supports a specific objective that people want to achieve. The 
definition of utility and the goal of his algorithm are different from those in our work. 

3   Two-Phase Algorithm 

We start with the definition of a set of terms that leads to the formal definition of 
utility mining problem. The same terms are given in [2].  

Table 1. A transaction database 

(a) Transaction table. Each row is a 
transaction. The columns represent the 
number of items in a particular transac-
tion. TID is the transaction identification 
number 

(b) The utility table. The right 
column displays the profit of each 
item per unit in dollars 

ITEM PROFIT ($) (per unit) 
A 3 
B 10 
C 1 
D 6 
E 5 

        ITEM 
TID 

A B C D E 

T1 0 0 18 0 1 
T2 0 6 0 1 1 
T3 2 0 1 0 1 
T4 1 0 0 1 1 
T5 0 0 4 0 2 
T6 1 1 0 0 0 
T7 0 10 0 1 1 
T8 3 0 25 3 1 
T9 1 1 0 0 0 
T10 0 6 2 0 2 

(c) Transaction utility (TU) of the 
transaction database

TID TU TID TU 
T1 23 T6 13 
T2 71 T7 111 
T3 12 T8 57 
T4 14 T9 13 
T5 14 T10 72 
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• I  =  {i1, i2, …, im} is a set of items.  
• D = {T1, T2, …, Tn} be a transaction database where each transaction Ti ∈ D is a 

subset of I. 
• o(ip, Tq), local transaction utility value, represents the quantity of item ip in trans-

action Tq. For example, o(A, T8) = 3, in Table 1(a). 
• s(ip), external utility, is the value associated with item ip in the Utility Table. This 

value reflects the importance of an item, which is independent of transactions. 
For example, in Table 1(b), the external utility of item A, s(A), is 3. 

• u(ip, Tq), utility, the quantitative measure of utility for item ip in transaction Tq, is 
defined as ).(),( pqp isTio ×  For example, u(A, T8) = 3 × 3 = 9, in Table 1 

• u(X, Tq), utility of an itemset X in transaction Tq, is defined as ∑
∈Xi

qp

p

Tiu ),( , where 

X = {i1, i2, …, ik} is a k-itemset, X ⊆ Tq and 1≤ k≤ m. 

• u(X), utility of an itemset X, is defined as ∑
⊆∧∈ qq TXDT

qTXu ),( .      (3.1) 

Utility mining is to find all the itemsets whose utility values are beyond a user 
specified threshold. An itemset X is a high utility itemset if u(X) ≥ ε, where X ⊆ I and 
ε is the minimum utility threshold, otherwise, it is a low utility itemset. For example, 
in Table 1, u({A, D, E}) = u({A, D, E}, T4) + u({A, D, E}, T8) = 14 + 32 = 46. If ε = 
120, {A, D, E} is a low utility itemset. 

To address the drawbacks in MEU, we propose a novel Two-Phase algorithm. In 
Phase I, we define transaction-weighted utilization and propose a model ─ transac-
tion-weighted utilization mining. This model maintains a Transaction-weighted 
Downward Closure Property. Thus, only the combinations of high transaction-
weighted utilization itemsets are added into the candidate set at each level during the 
level-wise search. Phase I may overestimate some low utility itemsets, but it never 
underestimates any itemsets. In phase II, only one extra database scan is performed to 
filter the overestimated itemsets. 

3.1   Phase I 

Definition 1. (Transaction Utility) The transaction utility of transaction Tq, denoted 

as tu(Tq), is the sum of the utilities of all the items in Tq: ∑
∈

=
qp Ti

qpq TiuTtu ),()( . Table 1 

(c) gives the transaction utility for each transaction in Table 1. 

Definition 2. (Transaction-weighted Utilization) The transaction-weighted utiliza-
tion of an itemset X, denoted as twu(X), is the sum of the transaction utilities of all the 

transactions containing X: ∑
∈⊆

=
DTX

q

q

TtuXtwu )()( . (3.2) 

For the example in Table 1, twu(AD) = tu(T4) + tu(T8) = 14 + 57 = 71. 

Definition 3. (High Transaction-weighted Utilization Itemset) For a given itemset 
X, X is a high transaction-weighted utilization itemset if twu(X) ≥ ε’, where ε’ is the 
user specified threshold. 
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Theorem 1. (Transaction-weighted Downward Closure Property) Let Ik be a k-
itemset and Ik-1 be a (k-1)-itemset such that Ik-1 ⊂ Ik. If Ik is a high transaction-
weighted utilization itemset, Ik-1 is a high transaction-weighted utilization itemset. 

Proof: Let kI
T be the collection of the transactions containing Ik and 1−kI

T be the 

collection containing Ik-1. Since Ik-1 ⊂ Ik, 1−kI
T is a superset of kI

T . According to Defi-

nition 2,  ')()()()(
1

1 ε≥=≥= ∑∑
∈⊆∈⊆

−

− DTI

k
p

DTI

q
k

p
k

q
k

ItwuTtuTtuItwu  ❏ 

The Transaction-weighted Downward Closure Property indicates that any superset of 
a low transaction-weighted utilization itemset is low in transaction-weighted utiliza-
tion. That is, only the combinations of high transaction-weighted utilization (k-1)-
itemsets could be added into the candidate set Ck at each level. 

Theorem 2. Let HTWU be the collection of all high transaction-weighted utilization 
itemsets in a transaction database D, and HU be the collection of high utility itemsets 
in D. If ε’= ε, then HU ⊆ HTWU. 

Proof: ∀X ∈ HU, if X is a high utility itemset, then 

)()(),(),(),()(' XtwuTtuTiuTiuTXuXu

qq qpq pq TX

qq

TX Ti

p

TX Xi

qp

TX

q ==≤==≤= ∑∑ ∑∑ ∑∑
⊆⊆ ∈⊆ ∈⊆

εε  

Thus, X is a high transaction-weighted utilization itemset and X ∈HTWU.  ❏ 

According to Theorem 2, we can utilize the Transaction-weighted Downward Clo-
sure Property in our transaction-weighted utilization mining in Phase I by assuming 
ε’ = ε and prune those overestimated itemsets in Phase II.  

Figure 1 shows the search space of Phase I. The level-wise search stops at the third 
level, one level less than MEU. (For larger databases, the savings should be more 
evident.) Transaction-weighted utilization mining model outperforms MEU in several 
aspects: 

1) Less candidates ─ When ε’ is large, the search space can be significantly re-
duced at the second level and higher levels. As shown in Figure 1, four out of 10 
itemsets are pruned because they all contain item A. However, in MEU, the pre-
diction hardly prunes any itemset at the beginning stages.  

2) Accuracy ─ Based on Theorem 2, if we let ε’=ε, the complete set of high utility 
itemsets is a subset of the high transaction-weighted utilization itemsets discov-
ered by our transaction-weighted utilization mining model. However, MEU may 
miss some high utility itemsets when the variation of itemset supports is large.  

3) Arithmetic complexity ─ One of the kernel operations in the Two-Phase algo-
rithm is the calculation for each itemset’s transaction-weighted utilization as in 
equation 3.2, which only incurs add operations rather than a number of multipli-
cations in MEU. Thus, the overall computation is much less complex. 

3.2   Phase II 

In Phase II, one database scan is performed to filter the high utility itemsets from high 
transaction-weighted utilization itemsets identified in Phase I. The number of high  
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Fig. 1. Itemsets lattice related to the example in Table 1. ε’ = 120. Itemsets in circles (solid and 
dashed) are the high transaction-weighted utilization itemsets in transaction-weighted utiliza-
tion mining model. Gray-shaded boxes denote the search space. Itemsets in solid circles are 
high utility itemsets. Numbers in each box are transaction-weighted utilization / number of 
occurrence 

transaction-weighted utilization itemsets is small when ε’ is high. Hence, the time 
saved in Phase I may compensate for the cost incurred by the extra scan in Phase II.  

In Figure 1, the high utility itemsets ({B}, {B, D}, {B, E} and {B, D, E}) are cov-
ered by the high transaction-weighted utilization itemsets. One database scan is per-
formed in Phase II to prune 5 of the 9 itemsets since they are not high utility itemsets. 

4   Experimental Evaluation and Performance Study 

We run all our experiments on a 700-MHz Xeon 8-way shared memory parallel ma-
chine with a 4 Gbytes memory. 

4.1   Synthetic Data from IBM Quest Data Generator 

We use a synthetic database [9], T20.I6.D1000K. However, the IBM Quest data gen-
erator only generates the quantity of 0 or 1 for each item in a transaction. We ran-
domly generate the quantity of each item in each transaction, ranging from 1 to 5. 
Utility tables are also synthetically created by assigning a utility value to each item 
randomly, ranging from 0.01 to 10.00. Observed from real world databases that most 
items are in the low profit range, we generate the utility values using a log normal 
distribution.  

In Table 2, the number of candidate itemsets generated by Phase I at the first data-
base scan decreases dramatically as the threshold goes up. However, the number of 
candidates generated by MEU is always 499500. We don’t provide the exact numbers 
for MEU because it actually takes an inordinate amount of time (longer than 10 
hours) to complete the second scan. Observed from Table 2, the Transaction-weighted 
Downward Closure Property in transaction-weighted utilization mining model can 
help prune candidates very effectively. 
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Table 2. The number of candidate 
itemsets generated by Phase I of 
Two-Phase algorithm vs. MEU 

 
T20.I6.D1000K              Databases 

Threshold Phase I MEU 
1st scan 315615 499500 0.5% 
2nd scan 18653 - 
1st scan 203841 499500 1% 
2nd scan 183 - 
1st scan 135460 499500 1.5% 
2nd scan 8 - 
1st scan 84666 499500 2% 
2nd scan 1 - 

4.2   Real-World Market Data 

We also evaluated the Two-Phase algorithm using a real world data from a major gro-
cery chain store. There are 1,112,949 transactions and 46,086 items in the database. 
Each transaction consists of the products and the sales volume of each product pur-
chased by a customer at a time point. The utility table describes the profit of each item. 

We evaluate the scalability of our algorithm by varying the threshold. As shown in 
Table 3, it is fast and scales well. MEU doesn’t work with this dataset because the num-
ber of 2-itemset candidates is so large (over 2 billion) that it overwhelms the memory 
available to us. Actually, very few machines can afford such a huge memory cost. 

5   Conclusions 

This paper proposed a Two-Phase algorithm that discovers high utility itemsets highly 
efficiently. The transaction-weighted utilization mining we proposed not only restricts 
the search space, but also covers all the high utility itemsets. Only one extra database 
scan is needed to filter the overestimated itemsets. Our algorithm requires fewer data-
base scans, less memory space and less computational cost compared to the best exist-
ing utility mining algorithm. It can easily handle very large databases for which other 
existing algorithms are infeasible. 
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