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Abstract 
The use of human hand as a natural interface device 

serves as a motivating force for research in visual anal- 
ysis of highly articulated hand movement. Since hand 
motion covers a huge domain, the scope of this paper 
is limited to the developments of 3D model-based ap- 
proaches. Numerous 3 0  models that have been used to 
analyze hand motion are studied. Various approaches 
to articulated motion analysis are discussed. Some re- 
alistic synthesis methods are also included in this pa- 
per. W e  conclude with some thoughts about future re- 
search directions. 

1 Introduction 
’ 

Through the evolution of user interfaces (UI), key- 
boards were the primary devices in text-based U1 and 
mice moved us to GUI. What will be the counterpart 
of the mouse when we are trying to  explore 3D virtual 
environments (VE) in Human Computer Interaction 
(HCI) or Perceptual User Interfaces (PUI)? At least, 
3D input should be supplied. In current VE appli- 
cations, keyboards, mice, wands and joysticks are still 
the most fundamental, popular and dominant control- 
ling and navigating devices. However, they are incon- 
venient and unnatural. In many cases such as CAVE- 
like VEs, magnetic trackers are being used as sensors 
of 3D inputs with some of these devices. However, 
they are prone to magnetic interference, and unable 
to  give the feeling of immersiveness. 

The use of hand gestures has become an impor- 
tant part of HCI in recent years [l, 8, 121. In order 
to  use human hands as a natural interface, some al- 
!ernatives, such as glove-based devices, are used to  
capture human hand motion by attaching some sen- 
sors to measure the joint angles and spatial positions 
of hands directly. Unfortunately, such devices are ex- 
pensive and cumbersome. 

Non-contact vision-based technique is one of the 
promising alternatives to capture human hand motion 

by affordable camera settings, which serves its a mo- 
tivating force for research in the modeling, analyzing, 
animation and recognition of hand gestures. 

According to  different application scenarios, hand 
gestures can be classified into several categories such 
as conversational gestures, controlling gestures, ma- 
nipulative gestures and communicative gestures. Sign 
language is an important case of communicative ges- 
tures. Since sign languages are highly structural, they 
are very suitable for acting as a test-bed for vision al- 
gorithms 115, IS]. At the same time, they can also be 
a good way to  help the disabled. Controlling gestures 
are the focus of current research in vision-based in- 
terface (VBI) [16]. Virtual objects can be located by 
analyzing pointing gestures [12]. Some display-control 
applications demonstrate the potential of pointing ges- 
tures in HCI [2]. Another controlling gesture is the 
navigating gesture. Instead of using wands, the orien- 
tation of hands can be captured as an 3D directional 
input to  navigate the VEs [ll]. The manipulative ges- 
ture will serve as a natural way to interact with virtual 
objects [7]. Tele-operation and virtual assembly are 
good examples of applications. Communicative ges- 
tures are subtle in human interaction, which involves 
a lot of psychological studies, however, vision-based 
motion capturing techniques can help those studies 

In this paper, we study 3D hand models employed 
in current research. Various articulated motion analy- 
sis approaches are discussed. Some realistic synthesis 
methods are also included in this paper. We conclude 
with some thoughts about future research directions. 

2 Hand Modeling 

WI. 

The human hand consists of many connected parts 
forming kinematical chains so that hand motion is 
highly articulated. At the same time, there are many 
constraints among fingers and joints that make the 
dynamics of hand motion even harder to  model. Usu- 
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ally, hand can be modeled in several aspects such as 
shape, kinematical structure, dynamics and semantics. 
Hand models are not only used in hand animation ap- 
plications, but also employed to analyze hand motion 
using the approach of “analysis-by-synthesis ”. Differ- 
ent models are suitable for different HCI applications. 
In animation application, the shape model should be 
as fine as possible and the motion model should be as 
realistic as possible, but in motion analysis, a simple 
kinematical model is often adequate. However, if the 
hand models of different aspects can be integrated, 
hand motion analysis may hopefully be investigated 
in a comprehensive way. 

2.1 Modeling the Shape 
Hand shape models can be classified into several 

groups such as geometrical models, physical models 
and statistical models. 

Spline-based geometrical surface models represent 
a surface with splines to approximate arbitrarily com- 
plicated geometrical surfaces. These spline-based sur- 
face models can be made as realistic as possible, but 
many parameters and control points need to be speci- 
fied [9]. An alternative is to approximate the homoge- 
neous body parts by simpler parameterized geometric 
shapes such as generalized cylinders or super-quadrics. 
The advantage of this method is that it can achieve 
equally good surface approximation with less complex- 
ity [14, 31. Other than parametric models, free-form 
hand models are defined on a set of 3D points [6]. 
Polygon meshes that are formed by those 3D points 
approximate the hand shape, which is computation- 
ally efficient. Cyber Scanner, MRI techniques or other 
space digitizer may be used to get the range data di- 
rectly [6]. Another way is to reconstruct the hand 
model from multiple images of different views. 

Physical hand shape models emphasis the defor- 
mation of the hand shape under the action of various 
forces [18]. The motion of the model is governed by 
Newtonian dynamics. The internal forces are applied 
to  hold the shape of the model, and the external forces 
axe used to fit the model to the image data. Examples 
are simplex mesh model [6] and finite element method 
model [17]. 

Statistical hand shape models learn the deforma- 
tion of hand shape through a set of training examples 
that can be 2D images or range images. Mean shape 
and modes of variation are found using PCA. A hand 
shape is generated by adding a linear combination of 
some significant modes of variation to  the mean shape. 
Point distribution model is a good example [6]. 

There are some related issues such as model align- 
ment and pose estimation. Model alignment is to  es- 

tablish correspondences between the image and the 
3D model. Pose estimation is a special case of model 
alignment. Given image points and corresponding 
model points and camera intrinsic parameters, pose 
determination is to  find a rotation R and translation 
t t o  align the model and image by: 

N 

minimit.eC llXi - P(Rx~ + t)1I2 (1) 
i=l 

where P is the projection transformation which is 
given by the intrinsic parameters of the camera, Xi 
is image point and xi is model point. 
2.2 Modeling the Kinematical Structure 

If the hand is treated as a set of sub-objects, 
not only should each sub-object be modeled sep- 
arately, the kinematical relations among the sub- 
objects should also be included in the hand model. 
The skeleton of a hand can be abstracted as a stick 
figure so that the dimension of each sub-object is re- 
duced to  its l ink  length. The name for each joint is 
indicated in Fig.1. 

Ilfdd* 

Figure 1: Hand skeleton structure 

Each finger is modeled as a kinematical chain with 
the palm as its base reference frame. The fingertip is 
the end-effecter of the kinematical chain that is for- 
mulated as: 

xb = H:( 6McP-AA)H?( eMcP)H;( BPIP)H;( 6orp)x3 

where x3 is the fingertip in DIP frame, while xb is fin- 
gertip in the base frame. Hi is the coordinate trans- 
formation which transform the i frame to the j frame. 

Given the coordinates of the fingertip in its lo- 
cal frame and reference frame, the inverse k i n e m a t -  
ics problem is to find the joint angles. Generally, 
gradient-based methods are taken to solve this prob- 
lem by deriving the kinematical Jacobian [13]. There 
are other alternatives in the literature such as genetic 
algorithm [20] and neural network methods [2]. Since 
it is an ill-posed problem, unique solution can only 

(2) 
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be found by adding some constraints. Joint angles 
should be in certain range such as 0 5 6 M C P  5 90' 
and -15' 5 OMCp-AA 5 15' [IO]. At the same time, 
DIP and PIP joints are not independent and it can 
be described as O D I p  = O p I p  [lo]. These heuristics 
are very important to model natural hand motion and 
reduce the searching space. However, constraints may 
be hard to find and express due to the complexity of 
finger motion. 

2.3 Modeling the Dynamics 
To capture complex hand motion and recognize 

continuous hand gestures, the dynamics and seman- 
tics of hand motion should also be modeled. 

Kalman filtering and extended Kalman filtering 
(EKF) techniques are widely adopted to model the dy- 
namics [14]. EKF works well for some tracking tasks. 
However, it is based on small motion assumption that 
often fails to hold in hand motion. 

Simple hand gestures can be modeled by finite state 
machine [3], but it is insufficient to handle complex 
gestures. Considering the similarity between sign lan- 
guages and spoken languages, Hidden Markov Model 
(HMM) and its variants are also used to model the 
dynamics of hand movement [15, 191. Rule-based ap- 
proach can also be applied to model the semantics of 
hand movements [all. Bayesian net is another promis- 
ing approach. Neural networks are also usable. These 
methods are essentially learning methods which learn 
the intrinsic dynamics from a set of training data. The 
knowledge of dynamics and semantics is not explicitly 
expressed in these methods, but implicitly stored in 
the structures of the learning models. 

The learning results of these methods depend on 
the training data set, structures of learning models 
and training methods. One of the common problems 
of the learning approaches is that generalization of the 
learning results largely depends on the training data. 
However, obtaining the training samples is obviously 
not a trivial problem. Currently, learning dynamics 
(behaviors, semantics) of human motion has drawn 
much attention from researchers in HCI, computer vi- 
sion, computer graphics, psychology etc. 

3 Capturing Hand Motion 
Hand motion capturing is to find the global and lo- 

cal motion of hand movements so that the hand pos- 
ture can be recovered. Several different model-based 
approaches are discussed in this section. 

3.1 Formulating Hand Motion 
Highly articulated human hand motion consists of 

the global hand motion and local fingers motion, which 

can be expressed as 

M = M(MG,ML) (3) 

where M is the hand motion, MG is the global motion 
and ML is the local motion. Global hand motion that 
presents large rotation and translation can be written 
as MG = MG(R, t) ,  where R and t are rotation and 
translation respectively. One important issue is how 
to reliably track the global motion in image sequences. 

Local hand motion is articulated with so many self- 
occlusions that make the detection and tracking hard. 
Local hand motion can be parameterized with the set 
ofjoint angles (or s t a t e  of h a n d ) ,  ML = ML( 0 )  where 
6 is the joint angle set. Consequentially, hand motion 

can be expressed as: 

M = M(R,t,  e )  (4) 

One possible way to analyze hand motion is the 
appearance-based approach which emphasis the anal- 
ysis of hand shapes in images [12]. However, local 
hand motion is very hard to  estimate by this means. 
Another possible way is the model-based approach 
[3, 6 ,  9, 10, 13, 14, 18, 201. With single calibrated cam- 
era, local hand motion parameters can be estimated by 
fitting the 3D model to the observation images. Mul- 
tiple camera settings are helpful to deal with occlusion 
[lo, 13, 181. The use of a 3D model can largely allevi- 
ate the problem of depth  ambigui ty  since the structure 
of hand is included in the model. 
3.2 Selecting Image Features 

In order to estimate the parameters of the model, 
some images features should be extracted and tracked 
to serve as the observation of the estimators. Hand im- 
age features can be geometric features such as points, 
lines, contours and silhouettes 191. Fingertip is one of 
the frequently used features, because the positions of 
fingertips are almost sufficient to recognize some ges- 
tures due to the highly constraint hand motion [lo]. 
Color markers are often used to help tracking the 3D 
position of fingertips [lo, 31. Some researchers esti- 
mate the position and orientation of fingertips by fit- 
ting a 3D cylinder to the images [3]. Line fitting is 
also a frequently used technique to detect the finger- 
tips [2, 131. 

Many non-geometric features are widely used as 
well such as color and motion. Hand can be treated 
as a color blob or motion blob in localization [ll, 151. 
There are also many studies on how to integrate mul- 
tiple cues. 
3.3 Capturing Hand Motion 

The model-based approach in motion capturing ba- 
sically is to align a model to images or even rang data 
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by estimating the parameters of the model. This prob- 
lem is closely related to the camera calibration prob- 
lem and essentially a data-fitting problem that was 
discussed before. However, hand motion is highly ar- 
ticulated so that it is very hard to analyze and capture. 

Different methods have been taken to analyze hu- 
man hand motion. One possible way is appearance- 
based approaches, in which 2D deformable templates 
are used to track a moving hand in 2D. However, this 
method is insufficient to analyze and recognize hand 
gestures. Another possible way is 3D model-based ap- 
proach, which takes the advantages of a prior knowl- 
edge built in the 3D models. Model-based methods 
track hands in 3D and recover the joint angles of hand 
[3, 6 ,  10, 9, 13, 14, 201. 

One method of model-based approaches is to use 
gradient-based constrained nonlinear programming 
techniques to estimate the global and local hand mo- 
tion simultaneously. Hand can be modeled as an ar- 
ticulated stick figure [13]. The drawback of this ap- 
proach is that the optimization is often trapped in 
local minima. Another idea is to model the surface 
of the hand [3, 9, 141, and then hand configuration 
can be estimated using the “analysis-by-synthesis” ap- 
proach. Candidate 3D models are projected to the 
image plane and the best match is found with respect 
to some similarity measurement. Essentially, it is a 
searching problem in very high dimensional space that 
makes this method computational intensive. If the 
surface model is very fine, an accurate estimation can 
be obtained. However, those hand models are user- 
dependent. Rough models can only give approximate 
estimation [14]. 

A decomposition method is also adopted to analyze 
articulated hand motion by decoupling hand motion 
to its global motion and local finger motion. Global 
motion is parameterized as the pose of the palm, and 
local motion is parameterized as the set of joint an- 
gles. A two-step iterative algorithm is used to find an 
accurate estimation. Given an initial estimation, hand 
pose is estimated using least median of squares (LMS) 
with joint angles fixed. Then the joint angles are re- 
covered by a genetic algorithm with the global hand 
pose fixed. Those two steps are alternately iterated 
until the solution converges [20]. 

4 Realistic Animation and Motion 

Hand model can be easily animated by keyframe- 
based methods. If the model is driven by the set of 
joint angles which represents the state of hand, hand 
states can be interpolated by pre-specified key-frame 
states. If the model is driven by the position of finger- 

Editing 

tips, an inverse kinematics problem must be solved. 
Although it is simple to implement, the drawback of 
this approach is apparent. In order to obtain a realistic 
effect, a large number of control points must be spec- 
ified along the fitting curves. To reduce the amount 
of motion specification, some knowledge about hand 
motion should be built in the animation system to exe- 
cute certain aspect of movement autonomously. Some 
high-level control schemes and physical rules can be 
used to achieve this goal, however, the disadvantage is 
lack of interactivity. 

Another realistic hand motion synthesis technique 
is editing captured motion [5]. The purposes of mo- 
tion editing are to smooth the jerky captured motion 
data due to sensor noise, correct the violation of body 
constraints] and generate realistic movements. By this 
means, the animation system can alter the geometry 
of the hand, warp the timing, and perform seamless 
transition so that captured motion data can be reused. 
New motion can also be generated from existing mo- 
tion data by motion blending. 

5 Future Research Directions 
In order to use human hand as a natural device in 

HCI, hand gestures should be tracked and understood. 
There are several issues related to hand modeling that 
need to be adequately addressed in the future. One of 
the aspects involves modeling the constraints between 
joints and fingers. Those constraints will significantly 
reduce the search space and lead to realistic anima- 
tion. Another issue is modeling the coarticulation in 
gestures. Most current gesture applications only look 
into symbolic gesture commands. However, it is still 
hard to extract or segment those gesture commands 
in continuous hand movements. 

Although capturing fully hand motion is not neces- 
sary in some applications, the finger motion still play 
an important role in manipulating gestures which are 
indispensable in applications such as interacting with 
virtual objects [ll]. Due to self-occlusion, some fea- 
tures may not be available which makes the estimation 
difficult. At the same time, feature extracting itself 
may not be accurate and reliable. Robust real-time 
tracking and integrating multiple cues need further 
research. 

Realistic hand animation should be considered in 
the future. Schemes of avoiding the violation of body 
constraints and collision detection should be built in 
animation systems. Combing hand gesture and speech 
should also be adequately addressed in the future to 
make a natural HCI [ l l ] .  Two-handed gestures should 
also be studied in the future. 
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6 Conclusions 
In this paper, we report the past development on 

the research of human hand modeling, analysis and 
animation in the context of HCI. Hand can be mod- 
eled with several aspects such as shape, kinematical 
structure and dynamics. Different hand models are 
used in different applications. The 3D hand models 
offer a rich description to fully capture hand motion. 
Realistic hand animation can be achieved by motion 
editing techniques. 

Overall, human hand modeling, analysis and ani- 
mation are still in their infancy at the current state 
of the art. In order to develop a natural and reliable 
hand gesture interface, substantial research effort in 
computer vision, graphics, machine learning and psy- 
chology will be needed. 
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