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Abstract

Face detection is a widely studied topic in computer vi-
sion, and advances in algorithms, low cost processing, and
CMOS imagers make it practical for embedded consumer
applications. As with graphics, the best cost-performance
ratio is achieved with dedicated hardware. The challenges
of face detection in embedded environments include band-
width constraints set by low cost memory and a need to find
parallelism. Consumer applications need reliability, calling
for a hard real-time approach to guarantee that deadlines
are met. We present a face detection system for automatic
exposure control in a handheld digital camera or camera
phone. Contributions include a complexity control scheme
to meet hard real-time deadlines, a hardware pipeline de-
sign for Haar-like feature calculation, and a system design
exploiting several levels of parallelism. The proposed archi-
tecture is verified by synthesis to Altera’s low cost Cyclone
II FPGA. Simulation results show the algorithm can achieve
about 80% detection rate for group portrait pictures.

1 Introduction

Recent years have witnessed the steady progress of both
theoretical study and practical applications in computer vi-
sion. Many workable software and hardware systems have
been proposed for surveillance, robotic, human-computer
interaction (HCI) [14], and intelligent traffic measurement
[4]. Besides conventional vision applications, popularity of
handheld devices with cameras creates potential for fantas-
tic new applications in PDA’s, cell phones, or any small bat-
tery driven device. Meanwhile, the design methodologies
[9] and computational capacities of embedded systems are
soaring. So, it is exciting from both a technical and com-
mercial perspective to tailor algorithm development to the

needs of low cost embedded vision systems.
For handheld cameras, human faces are a very common

target of interest [6]. In addition, frontal face detection
is usually the first step to initialize many computer vision
tasks like tracking, recognition and image analysis. In this
paper we investigate the parallelism in the state-of-the-art
Adaboost based face detection algorithm and use it in an
embedded system for automatic exposure control. The chal-
lenges include efficient system design, since most published
vision algorithms don’t take hard real-time and parallel pro-
cessing into consideration. The latter involves pipeline de-
sign, data flow arrangement and parallel acceleration, while
for a hard real-time design, we propose a new complex-
ity control scheme in which unlikely windows are skipped
based on spatial correlation between successive scales. We
verify the cost of the hardware system by synthesizing for
a low cost Field Programmable Gate Array (FPGA), suit-
able for integration in moderately-priced handheld cam-
eras. Simulation results show this real-time detection sys-
tem achieves 75%-80% detection rate for group portraits.

The Adaboost based face detection algorithm and some
related hardware face detection systems will be briefly re-
viewed in Sec.2. In Sec.3 we propose the new hard real-time
complexity control scheme. The system architecture design
and complexity analysis are presented in Sec.4. The exper-
imental results are given in Sec.5. Concluding remarks are
presented in Sec.6.

2 Related works

2.1 Adaboost based face detection

The purpose of face detection is to locate any faces
present in still images. This has long been a focus of com-
puter vision research and has seen great success [1, 8, 12]
recently. There is too much literature on this topic to men-
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tion here. Please refer to [13] and [15] for detailed surveys.
Among face detection algorithms, the Adaboost [2]

based method proposed by Viola and Jones [11] gains great
popularity due to a high detection rate, low complexity and
solid theoretical basis. The fast speed of Adaboost method
is due to the use of simple Haar-like features and a cascaded
classifier structure, which excludes most of the image win-
dow hypotheses quickly.

In a pre-processing stage, an auxiliary image, Ii, called
the integral image or summed-area table [5] is calculated
from the original image, Io, where the value Ii(i, j) is the
sum of Io pixels above or to the left of position (i, j) in Io.
Using Ii, the sum of Io pixel intensities in any rectangle can
be calculated in constant time. Afterwards, each image win-
dow w, at all positions and all scales, is fed into a cascaded
classifier. At each stage, the classifier response h(w) is the
sum of a series of features responses hj(w).

h(w) =
ni∑

j=1

hj(w), hj(w) = { αj1 fj(w) < tj
αj2 otherwize

(1)

where fj(w) is the feature response of the jth Haar feature
and αj1αj2 are the feature weight coefficients. If h(w) is
less than a threshold t, the window w will be regarded as
non-face and thrown away, otherwise proceed to the next
classifier. Multiple detections for one face will be pruned at
the last step. Fig. 1 shows the block diagram. Please refer
to [12] and [5] for the details.

Beyond performance, Adaboost face detector popularity
comes from low average execution time. As will be shown,
it can be modified to allow for steady data flow and a neat
hardware implementation. However, there are challenges
for an embedded system. The algorithm assumes random
access of the large integral image and considerable process-
ing power for multiplication and floating-point.

2.2 Hardware systems for face detection

In the literature, there are hardware implementations of
face detection based on tone color detection [3, 7] and Neu-
ral Networks [10]. For skin-color methods, in the training
stage a statistical skin-color model in a certain color space
is learned with labeled skin pixels. During detection, skin
pixels are extracted with this model, and then heuristics
based on face edge template [3] or connected component
analysis [7] are applied to determine face regions. Gen-
erally, skin-color methods are efficient and robust to geo-
metric transformation. But, no matter the color space used,
skin-color models are not reliable in unconstrained environ-
ments since illumination and variation among individuals
cause face color changes. Synthesis results were shown
for the Neural Network method [10]. However, the Neu-
ral Network is not computationally efficient, since it took

several hundred cycles to process one window, and there-
fore only 965 windows were evaluated in each 300 × 300
image, which can reduce the detection rate.

3 Challenges and algorithm design

Essentially, the face detection problem is a pattern classi-
fication problem. In addition to the discrimination power of
classifiers, the number of image windows evaluated plays
a significant role in performance, so computational effi-
ciency is critical to the success of detection. The number of
features examined at run-time is an input image-dependent
variable. So, a complexity control scheme is indispensable
to meet hard real-time deadlines. Here we propose a com-
plexity control method that exploits the spatiotemporal cor-
relation between the image windows, to skip some unlikely
image windows and increase detection rate when computa-
tional resources are overloaded.

In addition, to reduce hardware complexity and abide by
real-time restrictions, we make some approximations to the
Adaboost based algorithm.

3.1 Hard real-time

There may be hundreds or even thousands of features in
a detector. Although, according to [12], 80%−90% of win-
dows will be skipped after the first 2 stages, the provable
upper bound on number of features evaluated for one frame
is very very high. For hard real-time success, a complex-
ity control mechanism guarantees that every frame can be
processed in the exact designated time interval. A classic
example of the need for this is the comparison of watching
a DVD on a dedicated player versus watching it on a PC.
Unlike the PC, which has no hard real-time guarantee from
its OS, a dedicated player will not skip frames unless there
is an external problem like a scratch on the disk.

The straightforward solution is to truncate processing at
given deadlines no matter how many image windows are
processed. However, this is not elegant and faces occurring
in latter windows may be missed (if the image is searched
from the finest scale to coarsest, then larger faces will be
skipped). Here we propose a scheme to control the run-time
complexity to meet hard real-time deadlines and achieve
graceful degradation when the time budget is critical, while
at the cost that the detection rate may drop a little bit.

Given a clock frequency, a desired frame rate, through-
put of classifier pipeline, and overhead of integral image
calculation, we can estimate how many features can be eval-
uated in one frame, denoted as Fframe. For a specific im-
age resolution and scale factor, we know the maximal num-
ber Wframe of image windows. The goal of complexity
control is to make the best use of Fframe in case not all
Wframe windows can be examined. Basically, we exploit
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Figure 1. Block diagram of Adaboost based face detection.

the spatiotemporal correlation of images windows to make
predictions to guide the classifiers and skip unlikely win-
dows. This is based on the fact that if one image window
passes all the tests of classifiers on a certain scale, there is
a high probability that the same region at the smaller scale
will pass more stages than average. The number of classi-
fiers the windows pass for 3 successive scales are drawn in
Fig. 2, which exhibits fairly strong similarity. Another fact
is that for most sequences, and for portraiture in particular,
there is strong temporal correlation between frames.

Assume one window w{si} at scale si is rejected at the
kth classifier, we denote it as n(w{si}) = k (if w{si} passes
all N stages, n(w{si}) = N + 1). Our idea is to use the av-
erage of n(w) on the smaller scales to guide the search on
the larger scale. If we run out of all time budget and have
to omit some scales, we intentionally make up these scales
in the next frame. Specifically, for scale si an integral ta-
ble, summed stage table (SST) of n(w{si}) is built during
the evaluation process. From the position of larger window
w{si+1}, we can determine the set of windows O(w{si+1})
who have overlapped regions with w{si+1} at the scale si

and calculate the average n(w{si}) in constant time with

the SST. If n(w{si}) is below a certain threshold Tn, this
window will be skipped, and n(w{si+1}) is set to Tn, which
means it will play no role in the next scale. The entire pro-
cedure is summarized in Fig 3.

The detection rate may drop a little if some face windows
are skipped erroneously. However, all face candidates still
pass all classifiers in the cascade, which implies that false
positives won’t increase. This is a desirable result, since our
application of automatic exposure control prefers sacrifice
of detection rate over more false positives to avoid setting
exposure based on regions which were incorrectly classified
as facial. The experimental results of the complexity control
scheme will be presented in Sec.5.
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Figure 2. The number of classifiers the windows pass for
3 successive scales.

3.2 Detection algorithm approximations

Some modifications and simplifications were applied
to the algorithm to accelerate hardware implementation.
Specifically, we re-scale the integral image on the fly; fixed-
point is used instead of floating-point; the Haar feature pool
is reduced; and we approximate the normalization factor.

Although [12] suggested that re-scaling a frame is more
expensive than re-scaling the features, this is not always so.
For an embedded system without a large cache, the loss
of data locality incurred by the larger re-scaled features is
worse than the cost of including a small re-scaling block,
because loss of locality implies the main memory will be
accessed for each use of integral image data - beyond the
bandwidth affordable in a low-cost device. But a re-scaler
runs in parallel, takes little logic, and not much bandwidth.
We re-sample a 25 × 25 block to 20 × 20 and write back to
the integral image store, as shown in Fig. 4. Thus, only Haar
features for 20 × 20 window need to be stored and applied,
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Figure 3. Pseudocode for complexity control procedure.

which greatly reduces the bandwidth since data brought in
is re-used for adjacent windows. Another benefit of scale
factor 1.25 is that only shift and add operations are required.

Figure 4. Re-scaling procedure for integral image.

Although simple Haar features enable fast lighting cor-
rection by maintaining another integral image of sum of
squared pixels, this is expensive in terms of storage and bus
traffic. Here we approximate the normalization factor σ of
image window w by the average sum σ = f(w)

A(w) , where
f(w) is the sum of pixels in w and A(w) is the area of
w. With this approximation, every feature response only
involves one multiplication, fi(w) < ti · f(w).

Other modifications include the conversion from float to
fixed-point for thresholds, ti, and coefficients, αj . Specif-
ically, we use 30 bits for ti and 15 for αj . For simplicity,
only the 6 features shown in Fig. 1 are implemented instead
of the enhanced 45o tilted Haar feature set described in [5],
which have no fundamental difference from the rectangular

features. These approximation work well for the majority
of images.

4 System design

Four instances of parallelism are considered. At task-
level, a pipeline can be formed between acquiring frames,
computing integral frames, and detecting faces within
frames (Fig. 7). Detecting faces at two different positions
is parallelizable. Feature calculations can be overlapped.
Lastly, feature calculation and image re-scaling can run in
parallel.

4.1 System Architecture

One goal for this design is to ensure the hard real-time
deadline of providing a list of face locations once per im-
age capture time. Another goal is suitability for use as a
block in a chip. Fig. 5 shows the system block diagram, and
illustrates how our design can be situated with a CPU, ex-
ternal memory, image sensor, and image sensor interface. It
is assumed that the internal bus and memory interface pro-
vide bandwidth and latency guarantees to the Integral Image
Computer and the Face Detection Engine.

Top level tasks for face detection and a resolution of their
data dependence is shown in Fig. 7. Two frames can be
overlapped since there is no data dependence between them.
Exposure time will be overlapped, so that the total time per
frame, Tf, will be Tr + Td milliseconds, where Tr is the
readout time for the frame, and Td is the time during which
detection is done. The exposure time, Te can exceed Tf, but
this case only makes detection deadlines easier.

Rather than moving image data out to main memory and
then back in for integral image computation, a small hard-
ware block is connected directly to the Imager Interface.
This is shown in Fig. 5 as the Integral Image Computer.
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Exposure Time Frame Readout

Integral Image Calc

Store Integral Data Read Integral Data

Compute Classifiers
Resize Image

Read Feature Parameters
Write Rescaled Integral Data
Write Face Detection Results

TaskResource

Image Sensor

Integral Frame Calculator

System Bus

Face Detection Engine

Tf ms
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Figure 7. Resource usage for each task and data dependence among tasks in a given frame. Note that exposure time will be
overlapped with the previous frame’s computation.
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Figure 5. System Architecture.

With two more line store RAMs, the block could also com-
pute rotated integral images such as those in [5].

At the Feature Detection Engine top level, the tasks of
fetching integral data from main memory, computing the
classifiers on the current windows, re-scaling the integral
image, and writing results to main memory run in parallel.
Fig. 6 shows the top level.

Use of a block RAM is illustrated in Fig. 8. Each external
memory location is loaded twice - first as the bottom part of
the block of windows, and then again in the top when the
next block RAM row is brought in. As shown, the internal
RAM has 4 read ports, which limits throughput to 1 feature
per 2 cycles.

The Classifier Pipeline design uses the Integral Frame
data to find weighted image areas for comparison. Overlap-
ping execution of the pipeline for three successive feature
calculations, A, B, and C, is shown in Fig. 9. Latency of
the pipe is 5 cycles, but throughput is 1 feature per 2 cycles.

Face Detection Engine

Classifier
Pipeline

Image
Rescaler

Current
Window

Next
Window

Block RAM

Classifier Feature
Paramater RAM

Control
FSM

Write
Queue

Internal Bus

Figure 6. Face Detection Engine.

32 rows high,
4 window positions

20 columns wide,
execute classifiers from
this portion of the RAM

While classifiers
run on data to 
left, load next here.

Block RAM is loaded
in steps across a row.
Overlap from row to row
is 16 rows. So each data
element is brought in from
main memory exactly twice.

Full integral image in external RAM

Previous row of
blocks.

Current row of
blocks.

Figure 8. Use of the Block RAM.

The example shows the hardest feature type, requiring eight
values from the integral image data. It is easy to modify the
pipeline to find the rotated features in [5].

4.2 Performance analysis

Image sensor frame rate and pixel rate set the overall sys-
tem deadlines and integral image processing times respec-
tively. However, these are not limiting. External memory
bandwidth, B in MBytes per second and feature calculation
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Figure 9. Feature calculation pipeline. Three successive
feature calculations.

throughput, C in cycles per feature are the critical values.
Several second order effects are ignored, including latencies
of feature response calculation and integral frame computa-
tion, which are hidden by overlapped execution.

From B and C, two related values can be derived, which
make the overall discussion clearer. The first is the rate
at which blocks of integral image data are delivered to
the detection engine. This is determined by the height of
the block RAM. Fig. 8 is 32 high, so each integral frame
data value is loaded twice, for total external bandwidth of
2×310Kpixels/frame×4bytes/pixel×frame rate fps, which
for a frame rate of 10, would be 24M bytes per second (note
that the 4 bytes/pixel comes from the size used for the inte-
gral data).

The second derived value is cycles per integral block.
For the example with block height 32, there are four 20
pixel-high windows per block, so cycles per block are 4 ×
window rate cycles/window. Window rate is not con-
stant (a point addressed by the complexity control scheme),
so here we use an average of 20 features per window. For
the described feature pipeline, we have 40 cycles per win-
dow. The average is thus 160 cycles per block. Since the
next block to the right overlaps by 16 out of 20 pixels, dur-
ing the 80 cycles of computation we must bring in 4 × 32
integral frame values.

The minimum time spent on a block is thus governed
by the rate at which blocks are brought in, so even if the
classifier exits in only one feature per window, the system
will take at least 128 cycles for the block. It would be nice
to gain back extra cycles, but it’s not crucial since the rate
per block is still better than average. The complexity control
scheme covers this.

More generally, the maximum throughput of the system
can be limited by the speed at which data can be delivered
by main memory, or by the rate of computation in the fea-
ture detector (or both in actual operation due to data vari-
ation). Since feature detector throughput is a function of
internal clock rate, and memory bandwidth depends on the
number and speed of external RAM chips, a set of curves

can be constructed showing system throughput as a func-
tion of internal clock rate for different external bandwidth
values. See Fig. 10. In the graph, all values assume an av-
erage of 12 features per detection window. Adjusting the
block RAM size alters these values.
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62.5

B = 200 MB/s

B = 300 MB/s

B = 100 MB/s

46.931.315.6

234.4K
156.3K

78.1K

Figure 10. Performance curves for different external
bandwidth values.

Analysis of the design size shows that it fits on a low cost
FPGA and would be a very small block on an ASIC. Size
is dominated by the block RAM, but also includes multi-
plexing between block RAM and arithmetic units as well as
line stores for computing the integral frame. The Empirical
results section confirms that the design is small.

5 Empirical results

The training employs 858 frontal faces and 3000 nega-
tive images. The minimum hit rate is 0.999 and the maxi-
mal false positive rate is 0.4 for each stage classifier. The
Adaboost detector trained for 20× 20 windows includes 11
stages and 140 features total. The test set includes 133 up-
right frontal faces obtained from short portrait video clips
and images on internet.

In our proof-of-concept implementation, we use an
FPGA chip with 50MHz system clock. The overhead of in-
tegral image calculation and image capture is approximately
1M cycles per frame. At 10fps, 4M cycles per frame are
available which yields Fframe = 2M . The total number
of windows, Wframe = 320K, so the average budget is
F = 6.25 which is only slightly larger than the number of
features in the first classifier. Without any control scheme,
the actual number of features evaluated in run-time ranges
from 3.5M to 4M , which amounts to 10 to 12 features eval-
uated per window.

We compared our complexity control approach with the
truncation scheme (where the detector moves on to the next
frame if the hard real time deadline is reached) in terms of
the number of detected faces (# of DF), the number of false
positive (# of FP), the detection rate (DR), and the average
ratio (skipped ratio) of windows skipped to Wframe in our
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Table 1. Comparison of our approach and the truncation scheme.
Method Total # of faces # of DF # of FP DR skipped ratio
OpenCV 133 124 3 93.2% 0
No deadline 133 107 15 80.5% 0
Truncation 133 68 10 51.1% 0
Our method 133 101 13 75.9% 22%

method. The detection result when no deadline is enforced
is listed to demonstrate the detector’s performance. The
result of OpenCV’s [5] implementation is listed for com-
parison. Note that since there are 25 stages and 2913 Haar
features in total, on average about 50 Haar features are eval-
uated for each frame, which means far more resources are
required than our 11-stage detector. This result shows the
difficulty of our test set. The detection results are shown in
Table 1. Some representative detection results are shown in
Fig. 11.

Since in our test case the feature budget is only slightly
larger than one half of what is needed, truncation skips the
majority of windows on large scales. Thus the detection
performance deteriorates dramatically in that scheme. In
our scheme, the threshold Tn is 3, which is fairly conser-
vative. On average 22% of the total windows are skipped
based on the spatial correlations. If some large windows
are omitted due to the deadline, they can be made up in
the next frame. Our complexity control scheme slightly de-
creases the detection rate and false positive rate simultane-
ously by allocating more computational resources to more
likely windows. The detection performance without time
deadline is lower than the results of OpenCV’s implemen-
tation, which is partly due to insufficient training efforts and
the approximation of lighting correction factor.

To estimate the cost of the design, it was coded in Ver-
ilog and synthesized for the Altera Cyclone II FPGA family.
Cyclone is low-priced with less capability than the Stratix
line or Xilinx’s Virtex line. Cyclones are good because it
is feasible to use them directly in moderate volume appli-
cations, and designs which fit this family are very small in
ASICs.

The particular design choices include a 120 × 24 Fea-
ture Engine Block RAM. This gives system bus headroom
for transfers ignored in the earlier discussion. The Integral
Computer also includes a largish output FIFO, which was
expedient but could be eliminated with further work. The
Feature Engine throughput is 2 cycles per feature, based on
4 data ports as described earlier.

Table 2 shows low total use of logic. Logic Element
count is based on complex programmable logic blocks
found in FPGA chips, and using a rough rule of thumb, the
design has 32 to 45 KGates logic (nand2 equivalent) and
size is dominated by RAM.

The Memory Blocks column refers to Altera’s 4 Kbit

RAM blocks, so the design uses parts of 95 such blocks
for a total of 22 KBytes of storage. Total size of the design
is quite small, despite the lack of several area optimizations
omitted due to design time.

6 Conclusions and future work

In this paper, we proposed an efficient embedded sys-
tem design for Adaboost based face detection algorithm
which exploits available parallelism. We identified some
practical issues arising from the hardware design and pre-
sented a detailed investigation of reasonable solutions. The
proposed complexity control scheme is beneficial to any
hard real-time implementation, whether hardware or soft-
ware based. The proof-of-concept design can be synthe-
sized for an FPGA costing as little as $20, which supports
wide applicability for many consumer applications. To fur-
ther improve the detection performance, our future work in-
cludes optimizing the Adaboost training given the number
of features, and increasing the throughput of detection en-
gine pipeline to evaluate more image windows.
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