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Abstract—The large shape variability and partial occlusions challenge most object detection and tracking methods for nonrigid targets

such as pedestrians. This paper presents a new approach based on a two-layer statistical field model that characterizes the prior of the

complex shape variations as a Boltzmann distribution and embeds this prior and the complex image likelihood into a Markov field. A

probabilistic variational analysis of this model reveals a set of fixed-point equations characterizing the equilibrium of the field. It leads to

computationally efficient methods for calculating the image likelihood and for training the model. Based on that, effective algorithms for

detecting nonrigid objects are developed. This new approach has several advantages. First, it is intrinsically suitable for capturing local

nonrigidity. In addition, due to the distributed likelihood, this approach is robust to partial occlusions. Moreover, the two-layer structure

provides large flexibility of modeling the image observations, which makes the new method robust to clutters. Extensive experiments

demonstrate its effectiveness.

Index Terms—Object detection, shape, Markov random fields, image models, machine learning, statistical computing, probabilistic

algorithms.

�

1 INTRODUCTION

THE research into human detection and tracking has
received more and more attention in recent years, due

to the drive from many emerging applications, such as
perceptual interfaces, ubiquitous computing, and smart
video surveillance [4], [10], [26], [27]. Different applications
are concerned with different image resolutions of the
subjects, thus requiring different techniques. For example,
in perceptual interfaces, the motions of the human body
parts need to be determined for action recognition; thus,
these applications require fairly high resolution for analyz-
ing the articulated motion of the body parts. In contrast, in
many video surveillance applications, since the human
typically is associated with small image regions, the human
needs to be treated as a nonrigid entity for detection and
tracking, while the detailed motion of the body parts is no
longer the major focus here. This paper addresses the
detection and tracking problem in the latter context.

A critical issue in object detection and tracking is to
calculate the likelihood pðZjyÞ of the image measurements Z
given the rigid motion parameters y (such as the location, the
orientation, and the scale) of the target. If the target presents
apparent visual invariants (or features), calculating the
image likelihood is straightforward. For example, despite
the uncertainty in the visual appearances, frontal faces have
a similar image pattern that allows the use of the Harr
features for face detection [35]. On the other hand, if
apparent invariants are not available, the image likelihood
pðZjyÞ needs to be broken into a set of conditionals pðZjy;XÞ
and integrate them, where X, for example, can be the

nonrigid motion of the target. If X is complicated, calculating
such an integration can be very difficult, leading to the
nontrivial nature of detection and tracking in this scenario.
Unfortunately, this is the case when treating the human as a
nonrigid entity.

Although the research of object detection has greatly
moved forward with the success of face detection, these face
detection methods may not apply to human detection. The
visual appearances of the human present tremendous
variability while lacking apparent visual invariants, as the
diversified clothing and the body articulation may sig-
nificantly change the image of a person. In addition,
handling partial occlusion is more concerned in detecting
humans because in practice the detector should be robust to
the missing body parts, but this challenges most existing
methods. Therefore, it is desirable to investigate new
human detection methods that cope with the large un-
certainty of the visual appearances and are robust to partial
occlusions. This paper addresses these two difficulties.

Because the human-like shapes are more or less unique in
the real world, they may provide a powerful clue for human
detection and tracking [8], [11], [34], [38]. The difficulty of
analyzing human shapes lies in the fact that the local shape
nonrigidity has a large number of degrees of freedom thus
having very complicated uncertainties, which makes rule-
based methods unsuitable. Thus, learning-based methods are
generally adopted for learning the shape distributions from
training data. If the uncertainty is simple, parametric
methods such as Gaussian models or Gaussian mixture
models can do a good job, e.g., in face shape [5]. Unfortu-
nately, because of the local nonrigidity, the uncertainty in
human shapes is too complex to be sufficiently modeled by
reasonable Gaussian mixture models. On the other hand,
nonparametric methods, e.g., by using exemplars [11], can be
quite flexible. However, a huge set of exemplars is needed to
represent the concept of the human-like shapes in order to
accommodate the possible variations. As a trade-off, because
the Gibbs distribution is flexible to capture a large variety of
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densities, it can naturally be employed for this task. This idea
has been exploited for modeling the face deformations [20],
where the face is represented as a random vector and an
inhomogeneous Gibbs distribution can be learned from
training data. Although this model is complicated and needs
quite complex training, its excellent performance suggests
that the Gibbs distribution is useful for characterizing the
large and complex variability of the human-like shapes.

Unfortunately, it is difficult for the above learning-based

methods to handle partial occlusions because it is not

practical, if not impossible, to have the training data that

cover all possible situations of partial occlusions. Actually,

this difficulty lies in the fact that these methods represent a

pattern as a centralized random feature vector. Thus, the

missing elements due to occlusion will greatly change the

feature vector, thus affecting the classification dramatically.

Different from such vectorized methods, the component-

based methods [22], [29] divide the entity into parts and

take advantage of the structures or correlations of the parts.

Their excellent performances on detecting partial occluded

targets suggest the needs beyond the vectorized models.

The contribution of this paper is a new nonvectorized

method based on a two-layer field model for detecting and

tracking complex targets such as the human. This new

method stands out because of its robustness to partial

occlusions, which is difficult for the vectorized methods.

Different from most existing methods, this new approach

embeds the complicated nonrigid shape prior into a statistical

field and distributes the complex image likelihood to the local

sites of the field. This new model has two layers. The hidden

layer is a hidden Markov field that captures the shape prior.

Every node of this Markov field is associated with an

observation node describing the conditional likelihood of

image observations of this hidden node, thus constituting the

observation layer of this field model. The proposed method

models the prior of the nonrigid human shapes as a

Boltzmann distribution. Although it is a special Gibbs

distribution, our method is different from [20] because the

proposed method does not characterize the Boltzmann

distribution directly in a vector space, but distribute it into

the Markov field. This treatment results in quite simple

inference and learning algorithms in both theory and

practice. Although the structure of this field model is similar

to that in [9], the difference is apparent, as our method

employs probabilistic variational analysis that leads to

rigorous and elegant analytical approximations [15], [17].

Another theoretical benefit is that the image likelihood

estimates are lower bounded. This new approach enables

effective and efficient detection and tracking algorithms for

many nonrigid objects such as pedestrians.

This new approach has a number of advantages over many

existing methods. First, since this model employs a field

rather than a vector to describe a shape, it can sufficiently

capture the local variability of the shape by the local network

structure, thus enabling accurate modeling of the complex

shape prior. Second, since the model captures shape varia-

bility and performs image measurements in a distributed

fashion, it is more robust against occlusion than the vector-

based global approaches (such as PCA) in which image

measurements have to be performed in a centralized fashion,

i.e., conditioned on all shape parameters. In addition, having

an observation layer leads to more flexibility and robustness

for handling cluttered backgrounds. Third, the variational

approximation provides a computationally efficient way to

compute the likelihood of image observations, to infer the

hidden states of the model, and to facilitate fast learning. Last

but not least, it integrates the top-down and bottom-up

methodologies for tracking nonrigid objects. The top-down

approaches involve evaluating a large number of hypotheses,

and the bottom-up approaches require large efforts in

grouping and detection. Given the huge variability in the

nonrigid human shapes, neither approach would be satisfac-

tory because the number of hypotheses would be tremen-

dously large and grouping a nonrigid object is very difficult.

The proposed tracking method is able to balance these two

methodologies and to combine the advantages of both: The

global variability is handled in a top-down fashion by particle

filtering [2], [14], while the local nonrigidity is coped with by a

bottom-up approach by directly evaluating the likelihood of

image measurements.

The paper is organized as follows: After a brief description

of the related work in Section 2, this paper presents the two-

layer field model in Section 3. The probabilistic variational

analysis of this model is given in Section 4, and the learning

algorithm is presented in Section 5. Section 6 describes our

methods for pedestrian detection and tracking, and our

extensive results are reported in Section 7. The paper

concludes in Section 8.

2 RELATED WORK

In the past few decades, many methods have been proposed
for object detection, mainly for the human face and cars.
They are based on different classification schemes. Neural
network have been employed for detecting faces [31] by
classifying the candidate image patches into face or nonface
classes. A learned histogram model for wavelet coefficients
can be used for face/car detection [32] because the
histograms approximate the distributions of object features
for discrimination. In addition, combined with the Harr
features, the AdaBoost classifier has been very successful
for frontal face detection [35] and has been extended for
pedestrian detection [36] with the help of motion informa-
tion. Support vector machines are also widely used in the
detection tasks [7], [23], [25].

But, most existing approaches seem not to be suitable for

detecting targets with large shape variations, such as the

pedestrian. For example, methods based on raw pixel

features, such as [24], [31], cannot handle large variability in

the appearance of pedestrians. It turns out that the shape

features of these deformable targets need to be used. It is

suggested that both local and global cues should be

combined for such a challenging task [19].

The research on nonrigid shape analysis has a long

history, and various approaches have been proposed and

investigated. For all these methods, three important

common issues should be addressed, i.e., the shape

representation X, the shape prior pðXÞ, and the conditional
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likelihood of image observation pðZjXÞ. (Here, the rigid

motion y is dropped for clarity.)
Different shape representations can be categorized into

either parametric or nonparametric models. Examples of
parametric representations includes Fourier descriptors,
B splines [2], [18], the deformable template [39], etc., where
shape deformation is controlled by the shape parameters and
smoothness constraints. A typical nonparametric representa-
tion is the point distribution model [5] where a shape is
described by an ordered and labeled set of landmark points,
and the shape deforms when the points change. Although it
provides great flexibility, registration of landmark points is
not a trivial task. An even more radical approach is to use a
2D mask [11], [16], [34], where the shape deforms when
multiplied by a sparse permutation matrix [16], or by
selecting different exemplars [11], [34]. In all these represen-
tations, a deformable shape is mapped to a point in a vector
space (i.e., the shape space), although the dimensionality
varies for different approaches. These vectorized models are
global since the image observations are conditioned on all the
shape parameters. Thus, these global methods are generally
not likely to be able to cope with partial occlusions, unless the
training data have incorporated all possible occlusion
situations. In this paper, rather than using a global repre-
sentation, a field representation is proposed, with which the
complex variability of the nonrigid shape and the occlusion
difficulties can be handled easily.

Obviously, in reality, a shape cannot be allowed to
deform arbitrarily; thus, the allowable shape space needs to
be characterized by having a shape deformation prior
model pðXÞ. A possible approach is to reduce the correla-
tions among different shape parameters and model the
variance of deformation by a multivariate Gaussian dis-
tribution in a lower-dimensional subspace. This is the spirit
of the principal component analysis (PCA) and has been
widely adopted for learning deformation priors [2], [5].
Since PCA identifies a linear subspace and catches linear
correlations, it is powerful to capture and decorrelate
certain global deformations, but insufficient for the local
nonrigidity. Thus, it motivated the methods that use
mixture distributions [16] or exemplar databases [11], [34].
Although mixture distributions can represent arbitrarily
complicated densities in theory, it becomes unrealistic
when the number of mixtures increases tremendously. To
alleviate this difficulty, an inhomogeneous Gibbs model has
been proposed and applied successfully to face deformation
[20], although the model needs expensive training. The
approach proposed in this paper also models the shape
deformation prior, but instead of modeling the prior in a
global fashion, our approach is based on the field
representation and the prior, i.e., a Boltzmann distribution
(a specific Gibbs distribution), is distributed into a Markov
field, and a variational analysis is employed for analytical
results (details in Sections 3 and 4). The new approach
stands out from the existing methods by this new
representation.

Different approaches have been investigated to fit a
shape model to image observations. This can be done
through minimizing an energy function [18], or based on
the Bayesian framework where it is important to character-
ize the conditional likelihood of image observation pðZjXÞ.

Analytical forms can be obtained by assuming the inde-
pendence among a set of discrete points on shape contours
[2], [21]. To bypass the independence assumption which
may be invalid in reality, the conditional likelihood can be
modeled as a metric exponential density obtained from the
Chamfer distance based on exemplars [34]. When separat-
ing global motion from local nonrigidity, the likelihood
conditioned on only global motion can be obtained by the
mixture (integral) of all exemplar components in the metric
mixture model [34]. The proposed approach in this paper
also provides tractable ways to calculate the likelihood only
conditioned on global motion, but the differences from [34]
are: 1) In our model, pðZjXÞ factorizes by independent
components and 2) pðZÞ is an integral over almost infinite
number of X instead of a finite set of exemplars, and our
method obtains a lower bound of pðZÞ.

There have been many excellent works on nonrigid
shape matching [1], [3], [6], [30], [33]. These methods are
more concerned with the matching of extracted shapes for
shape registration, where the nonrigid motion needs to be
explicitly estimated, while this paper is more concerned
with integrating out the variability of the nonrigid motion.
In addition, since this paper is based on field model, it is
also related to Markov random fields (MRF) that have been
widely used for image restoration [13], texture analysis [40],
surface reconstruction [12], etc. This paper extends MRF to
a two-layer model that consists of a random field and an
image observation layer. It is more like the Markov network
[9], [37] and the detailed differences will be presented in
later sections. More importantly, this paper deals with the
nonrigid target detection and tracking problem that has not
been addressed by the above methods.

3 THE FIELD REPRESENTATION

Global methods such as PCA are suitable for capturing the
global deformation with a set of uncorrelated deformation
bases. But, they tend to ignore the detailed local variations
induced by the nonrigidity and they are generally vulner-
able to partial occlusion. Therefore, it is desirable to have a
model that can handle the large number of degrees of
freedom of the local nonrigidity and is robust to occlusion.
In this paper, a two-layer field model is proposed as the
representation. This is not a vectorized and centralized
model but a field and distributed model, as shown in Fig. 1.

This field model consists of two layers. The hidden layer
is a hidden random field that represents the shape, modeled
as an undirected graph Gx ¼ fV ;Eg, where each vertex (or
node, or site) represents the hidden shape scene xk to be
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inferred. In this model, xk takes binary values, i.e.,

xk 2 f0; 1g, where xk ¼ 1 means that node k is on the

object’s contour. Each hidden node is connected to its

neighborhood nodes NðkÞ, thus forming a field.
This hidden random field captures the priors of the shape

and needs to be inferred from image observations. The

feasible shape changes are described by the joint probability

of all hidden nodes, i.e., X ¼ fx1; . . . ; xng. By assuming pðXÞ
to be a Gibbs distribution, it can be embedded in the random

field and be equivalently factorized as:

pðXÞ ¼ 1

Zc

Y
ði;jÞ2E

 ijðxi; xjÞ
Y
i2V

 iðxiÞ; ð1Þ

where  i and  ij are the potential functions associated with

site i 2 V and the link ði; jÞ 2 E, and Zc is a normalization

term or the partition function. Specifically, because xi is

binary in our setting for modeling the shape, pðXÞ becomes

a Boltzmann distribution, i.e.,

pðXÞ ¼ 1

Zc

Y
ði;jÞ2E

e�ijxixj
Y
i2V

e�ixi ; ð2Þ

where f�ij; �i : 8ði; jÞ 2 E; i 2 V g are parameters which can

be learned from training data (see Section 5).
The other layer is the observation layer, through which the

shape is associated with its image measurements. As shown

in Fig. 1, each hidden node xk is associated with an

observation node zk representing the image observation

produced by xk, which is characterized by the conditional

probability pðzkjxkÞ. The observation of the shape is the

collection of the image observations for all sites, i.e.,

ZðyÞ ¼ fz1; . . . ; zng, where y is the global motion. This is a

distributed likelihood model. Without causing confusion,

ZðyÞ is denoted as Z for short in later sections. We have:

pðZjXÞ ¼
Yn
k¼1

pkðzkjxkÞ: ð3Þ

Thus, the model in Fig. 1 is fully characterized by

f�ij; �i; pig, where pi ¼ piðzijxiÞ, and the model is denoted

as � ¼ f�ij; �i; pig.
This two-layer field model is suitable for describing local

nonrigidity and is robust to occlusion because of the

following reasons: 1) Since the neighborhood sites of the

shape are generally correlated, this model captures the

correlations and constraints among neighboring sites rather

than simply treating them independently, thus resulting in

more accurate modeling. 2) The Boltzmann distribution can

capture complex distributions which cannot be represented

by Gaussian or mixture of Gaussian, thus providing more

powerful priors. 3) Because the observation model pðZjXÞ is

distributed over the field (i.e., the shape), wrong estimates

on some part of the field may not ruin the other parts of the

shape, thus leading to the robustness to partial occlusion.
Within this model, two key problems need to be solved:

1. Calculating the likelihood pðZj�Þ. This is not a trivial
problem, since it involves the integral of all possible
configurations of X, i.e.,

pðZj�Þ ¼
Z

X2X

Yn
i¼1

piðzijxiÞpðXÞdX: ð4Þ

The key to solve this problem is to design an
effective inference algorithm that estimates the
posterior pðXjZ; �Þ and its marginals pðxijZ; �Þ.

2. Learning model parameters �. These parameters need to
be estimated from training data. Without causing any
confusion, we usually denote pð�j�Þ by pð�Þ for short.

The learning problem is closely related to the likelihood
problem because the solution to the learning problem relies
on the inference of the model (i.e., the estimation of
pðXjZ; �Þ). Therefore, this paper presents an analytical
approximation to the likelihood in Section 4, and the
solution to the learning problem in Section 5.

4 VARIATIONAL INFERENCE

The field model introduced in Section 3 is a high-dimensional
stochastic system because it consists of a large number of
random variables (or nodes). Thus, solving the observation
likelihood pðZj�Þ and the posterior pðXjZ; �Þ involves
computationally intensive multidimensional integral over
pðX;Zj�Þ. Although the Markovian property of the structure
of pðXj�Þ simplifies the problem, the exact analysis for such a
model is still prohibitive due to the loopy structures of this
field model.

Thus, approximated but computationally efficient ana-
lysis methods are of special interest. Probabilistic variational
approximation is one of these methods. Here, the general
approach of the variational analysis for the field model is
given in Section 4.1, and the deduced Boltzmann field for
nonrigid shapes is presented in Section 4.2.

4.1 Probabilistic Variational Analysis

The core idea of probabilistic variational analysis is to find

an analytical and simple variational distribution QðXÞ from

a variational family to approximate the complicated poster-

ior probability pðXjZÞ, such that the Kullback-Leibler (KL)

divergence of these two distributions is minimized.
To see this clearly, we follow Jaakkola [15] and formulate

an optimization problem to solve pðZÞ and pðXjZÞ simulta-
neously. An objective function can be written as:

JðQÞ ¼ log pðZÞ �KLðQðXÞjjpðXjZÞÞ

¼ log pðZÞ �
Z
x

QðXÞ log
QðXÞ
pðXjZÞ

¼ �
Z
x

QðXÞ logQðXÞ þ
Z
x

QðXÞ log pðX;ZÞ

¼ HðQÞ þ EQ½log pðX;ZÞ�;

ð5Þ

where HðQÞ is the entropy of QðXÞ and EQ½�� denotes the
expectation with regard to QðXÞ. It is easy to see that
log pðZÞ is lower bounded by JðQÞ since the KL divergence
is nonnegative. By maximizing the lower bound JðQÞ with
regard to Q, an optimal approximation of pðXjZÞ can be
obtained by Q�, and a closest value of log pðZÞ by JðQ�Þ.

The spirit of this variational approach is to find the best
approximation of pðXjZÞ within a given variational family
QðXÞ. When such a variational family has good analytical
properties, such as having independent components, or
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sparse correlations, or factorized forms, analytical approx-
imation can generally be expected. Although the selection
of the variational family QðXÞ can be arbitrary, an
appropriate QðXÞ will make a big difference on analysis.
Here, a fully factorized form is adopted:

QðXÞ ¼
Yn
i

QiðxiÞ; ð6Þ

where QiðxiÞ is an independent distribution of the hidden
node xi. Then, the entropy of the variational distribution
can be written as:

HðQÞ ¼
X
i

HðQiÞ:

Such a fully factorized variation leads to the mean field
approximation. To see this clearly, we minimize the
KL divergence with respect to QðXÞ. It can be easily shown
(see the Appendix) that the optimal approximation is made
of a set of interrelated Gibbs distributions:

QiðxiÞ ¼
1

Zi
eEQ½log pðX;ZÞjxi�; i ¼ f1; . . . ;Mg; ð7Þ

whereZi is a normalization constant, andEQ½log pðX;ZÞjxi� is
the conditional expectation givenxi. The set of equations in (7)
are fixed point equations. The iterative updating ofQiðxiÞwill
monotonically increase JðQÞ and eventually reach an equili-
brium. These equations can be called as mean field equations.

Equation (7) gives a general solution with a very general
form of QðXÞ. Furthermore, when taking advantage of the
special factorization property of pðXÞ in (2) and pðZjXÞ in
(3), a further simplification can be easily obtained. Given the
structure of this field model, it is easy to shown that:

QiðxiÞ �
1

Z0i
piðzijxiÞ iðxiÞMiðxiÞ;

where

MiðxiÞ ¼ exp
X
k2NðiÞ

Z
xk

QkðxkÞ log ikðxi; xkÞ

8<
:

9=
;; ð8Þ

where Z0i is a normalization constant, and NðiÞ is the

neighborhood of the site i. The iterative updating of QiðxiÞ
based on these mean field equations will monotonically

increase JðQÞ as well and eventually reach an equilibrium.

From (8), it is interesting to notice that the variational belief of

a hidden node xi is determined by three factors: The local

conditional likelihood piðzijxiÞ, the local prior  iðxiÞ and the

neighborhood prior MiðxiÞ from the constraints of the

neighborhood nodes xNðiÞ. This can be treated as a general-

ized Bayesian rule for the field model.
Thus, the term piðzijxiÞ iðxiÞ can be treated as the local

belief of xi, and treat the term MiðxiÞ as the “message”

propagated through the nearby nodes of xi. This method is

actually different from the belief propagation algorithm [9],

due to its use of variational analysis and to the different

contents in the “messages.” In our method, the computation

of MiðxiÞ is easier than belief propagation because of the

factorization in the variational distribution. In addition, it is

clear from this equation that the computation is signifi-

cantly reduced by avoiding multidimensional integrals,

noticing (8) involves only one-dimensional integral.

4.2 Boltzmann Field

The derivation described above was only based on the
factorization properties ofQðXÞ, pðXÞ, and pðZjXÞ. Thus, the
result is quite general. When using the field model for
nonrigid shapes, since xi are binary random variables (i.e.,
xi 2 f0; 1g), a Boltzmann distribution for pðXÞ can be
employed, as introduced in Section 3 and (2). Since xi is
binary, we can choose a specific variational distribution here:

QðXÞ ¼
Yn
i

�xii ð1� �iÞ
ð1�xiÞ; ð9Þ

where f�ig are variational parameters to be estimated.
Under this variational distribution, the mean field equations
(8) can be further simplified as:

�i ¼
piðzijxi ¼ 1Þmi

piðzijxi ¼ 0Þ þ piðzijxi ¼ 1Þmi
; ð10Þ

where

mi ¼ exp
X
j2NðiÞ

�ij�j þ �i

8<
:

9=
;:

It can be called a Boltzmann field. This set of mean field
equations in (10) are much simpler than (8) since they only
involve a finite set of variational parameters, rather than a set
of Gibbs distributions. As a result, the computation is quite
straightforward. Similar results have also been obtained by
Jordan et al. [17] and Peterson and Anderson [28].

Then, based on this particular variational setting and the
result above, (5) becomes:

JðQÞ ¼
X
i

HðQiÞ þ
X
ði;jÞ2E

�ij�i�j þ
X
k2V

�k�k

þ
X
k2V
ð1� �kÞ log pkðzkjxk ¼ 0Þ

þ
X
k2V

�k log pkðzkjxk ¼ 1Þ � logZc:

ð11Þ

We admit that JðQÞ cannot be fully computed, because

of the complexity of calculating logZc. Instead, it is simple

to compute eJJðQÞ ¼ JðQÞ þ logZc in practice. Fortunately, it

is not necessary to calculate logZc, because once an optimal

mean field Boltzmann approximation (denoted by Q�) can

be found based on (9) and (10), we readily have:

pðZÞ / eeJJðQ�Þ;
which is enough for our application of detection and
tracking in Section 6.

5 LEARNING

This section discusses the problem of learning model
parameters � ¼ f�ij; �i; pig from training data. The solution
of this model-learning problem is in the expectation-
maximization (EM) framework, where the core of the
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expectation step is the inference of the hidden field described

in Section 4. In our method, the training of f�ij; �ig and fpig
can be separated. Considering the difficulty of collecting the

training data with the known hidden variables (i.e., the

annotated training data), this paper proposes a method of

using both annotated and un-annotated training data in a

semisupervised fashion. The proposed learning method is

based on the Gibbs sampling technique and the Expectation-

Maximization iterations.
The initial model is constructed by the following way:

1. Collecting a set of annotated training examples,
L ¼ fXk;ZkgK1

k¼1, where Xk and Zk denote the
kth annotated training sample. For each sample,
the ith hidden node of the field model takes binary
values xi 2 f0; 1g, and the observation of this hidden
node zi is the average edge direction over a small
image patch associated with xi in our nonrigid shape
applications. zi is quantized and its distribution is
modeled as a histogram. If the target shape is very
small, zi simply takes binary value to indicate if it is a
detected edge point or not.

2. Learning piðzijxiÞ for each xi. Due to the factorization
of pðZjXÞ, i.e., (3), each individual piðzijxiÞ can be
learned independently. Each piðzijxiÞ is represented
by a histogram in our experiments.

3. Learning f�ij; �ig by the following steps:

a. calculating sufficient statistics Sij ¼ Ep½xixj� and
Si ¼ Ep½xi� from the annotated training data
fXkgK1

k¼1;
b. initialize a model �0

b ¼ f�0
ij; �

0
i g;

c. producing synthesized samples of fXk
gg

N
k¼1 by

Gibbs sampling of pðXj�bÞ;
d. calculating sufficient statistics Gij ¼ E�b ½xixj�

and Gi ¼ E�b ½xi� from the synthesized data

fXk
gg

N
k¼1;

e. adjusting the parameters by:

��ij / ðGij � SijÞ; ð12Þ

��i / ðGi � SiÞ; ð13Þ

f. go to Step 3c.

In our experiments, we select

�0
ij ¼ log

Sij
1� Sij

and �0
i ¼ log

Si
1� Si

as the initialization. This can be explained by noticing the

fact that both sufficient statistics Sij ¼ Ep½xixj� and Si ¼
Ep½xi� are in ½0; 1�. We choose logistic functions: Sij ¼ 1

1þe��ij
and Si ¼ 1

1þe��i . This leads to the above initial guess for

training �ij and �i. In all of our experiments, we observed

the convergence in less than 50 iterations.

Once the model is initialized, the model can be finely

tuned by using a large set of un-annotated training

examples U ¼ fZkgK2

k¼1 which are cheaply available. The

process is an EM iteration:

. E-step: 8Zk 2 U, infer the posterior pðxki jZk; �tÞ based

on variational mean field approximation in (8), i.e., the

set of variational parameters ff�igkgK2

k¼1 is obtained.
. M-step: estimate the model parameters �tþ1 ¼ f�tþ1

ij ;

�tþ1
i ; ptþ1

i g, given a fixed ff�igkgK2

k¼1 by a stochastic

gradient descent:

��ij /
@JðQÞ
@�ij

� �i�j � EQ½xixj�; ð14Þ

��i /
@JðQÞ
@�i

� �i �EQ½xi�; ð15Þ

where EQ½xixj� and EQ½xi� are sufficient statistics
calculated with regard to the variational distribu-
tions. The method of estimating pi is the same as in
Step 2 in the above supervised training.

6 PEDESTRIAN DETECTION AND TRACKING

A suitable representation for the nonrigidity of a pedestrian
is critical for detection and tracking. In this section, we
approach these tasks using the proposed field model.

6.1 Pedestrian Detection

Pedestrian detection involves two mean field models: �0

corresponds to the negative hypothesisH0, i.e., no pedestrian
presence, and�1 to the positive hypothesisH1, i.e., pedestrian
presence. The detection algorithm scans different extrinsic
shape poses, including locationsu, orientations�, andscaless,
denoted by y ¼ fu; �; sg. For different scales, we keep the
dimension and the number of hidden nodes of the field model
the same, but use different sizes of image patches for the
observation nodes. In our experiment, we scan all image
locations and over five scales.

For each extrinsic shape pose y, we collect the edge map
of the corresponding image patch and treat it as the image
observation Z ¼ IðyÞ of the hidden Markov field. Like-
lihood ratio detection is performed on each given y to
determine the pedestrian presence on this particular y:

log pðZjy; �1Þ � log pðZjy; �0Þ > �o � 0: ð16Þ

Since it is unrealistic to calculate pðZjy; �Þ (in (4)), the
variational analysis in Section 4 nicely provides a mean field
solution as an approximation, i.e.,

log pðZjy; �Þ � JðQ�ðXjy; �ÞÞ;

where Q�ðXjy; �Þ is the optimal mean field approximation
of the posterior pðXjZ;y; �Þ. Thus, the detection rule for
each given y becomes:

eJJðQ�ðXjy; �1ÞÞ � eJJðQ�ðXjy; �0ÞÞ > �; ð17Þ

where eJJðQ�ðXjy; �kÞÞ; k ¼ f0; 1g can be obtained according
to (5) once the mean field iteration converges at Q�ðXjy; �kÞ
according to (8).

There are two factors affecting the threshold � : 1) JðQ�j�kÞ
only provides an optimal lower bound of log pðZj�kÞ and
2) we generally only calculate JðQ�j�kÞ up to a constant
difference, i.e., logZk

c (see (11)). Thus, we do not simply set
� ¼ 0, but train this threshold from supervised examples to
reduce the rate of false alarm and missed detection.
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6.2 Pedestrian Tracking

Different from detection, only the pedestrian model �1 is
involved in tracking, where the task is to estimate the
posterior density of pðytjIt; �1Þ, where yt ¼ fut; �t; stg is the
same as in the detection problem, and It ¼ fI1; . . . ; Itg.
According to Bayesian rule, we have:

pðytjIt; �1Þ / pðItjyt; �1Þ
Z
yt�1

pðytjyt�1Þpðyt�1jIt�1; �1Þ: ð18Þ

The dynamic process can be represented as a dynamic
Bayesian network in Fig. 2.

Clearly, the hidden factor Xt of local nonrigidity has
been integrated out in the observation process. This is
powerful for tracking since it leaves no extra motion
parameters to be estimated.

It is clear that the visual dynamics is governed by
the dynamics model pðytjyt�1Þ and the observation
model pðItjyt; �1Þ. Since we have

pðItjyt; �1Þ ¼ pðZðytÞj�1Þ / e
eJJðQ�ðXtjy;�1ÞÞ;

the local nonrigidity has been absorbed in the calculation of
data likelihood which is based on the mean field inference. In
our experiments, the dynamics model is characterized as a
constant acceleration model and the parameters are learned
from an annotated training sequence. Once the MAP solution

y�t ¼ arg max pðytjIt; �1Þ

is obtained, the local nonrigidity can be revealed by

pðXtjIt;y�t ; �1Þ � Q�ðXtjy�t ; �1Þ:

Because the image likelihood pðItjyt; �1Þ can be calculated,
the tracking algorithm can be easily implemented using
particle filtering [2], [14], where each particle represents a
sample of yt. Detailed results will be reported in Section 7.

7 EXPERIMENTS

In order to validate the proposed approach and demonstrate
the applicability of this field model, we performed experi-
ments on pedestrian detection and tracking and compared
the proposed detection method with the AdaBoost detector.

7.1 Training and Model Validation

Two models were trained, one for the human �1 and the
other for the background �0. In our experiments, the size of
the field was set to 12� 6 and each of the node covers an
image patch, whose size depends on scale. The experiments

used 16� 16 patches for the finest scale, and coarser scales
correspond to smaller patches. Five scales were used, where
the coarsest scale takes 5� 5 patches. Neighborhood image
patches overlap.

To train �1, the training data of various people were
collected and their contours were extracted. Then, we resized
and aligned all the contours by compensating for their
extrinsic poses. Using the extracted contours and the
corresponding image observations, we obtained a set of
3,000 annotated training data. All training images are aligned
to the center of mass. Some examples are shown in upper
row of Fig. 3. Training �0 is easier than �1, since the alignment
step is not needed, and a set of 10,000 training data were
collected randomly from the training sequences to train �0.
Some of them are shown in the bottom row of Fig. 3. In
addition to these annotated training data, 30,000 unannotated
data to tune the model were also used, based on the method
described in Section 5.

It is important to know if the trained Boltzmann field
model really captures the true shape prior pðXÞ. Although
there is no quantitative means to validate that, a plausible
way for a rough validation is to sample the learned prior
Boltzmann distribution pðXÞ and the learned image like-
lihood distribution pðZjXÞ, and then perform a subjective
evaluation. To synthesize an image, a sample of X ¼
fx1; . . . ; xng is first drawn by Gibbs sampling from pðXÞ in
(2), then for each xi, a sample of zi is drawn from piðzijxiÞ.
Putting together zi produces a synthesized image. Through
our subjective evaluations, the trained models were able to
synthesize reasonably good data. Some synthesized data
based on �1 and �0 are shown in Fig. 4.
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Fig. 2. The dynamic process for tracking a nonrigid target.

Fig. 3. The upper row are examples of annotated training data for

human �1 and the bottom row for nonhuman �0.

Fig. 4. Examples of synthesized data. The left ones are samples from �1

and the right ones from �0.



7.2 Pedestrian Detection

We performed extensive experiments and quantitative

evaluation of the proposed approach to pedestrian detec-

tion and we are particularly interested in the investigation

of the capacity of this field model of capturing the

tremendous shape variations and its performance and

robustness to partial occlusions.

7.2.1 Performance Evaluation

To provide quantitative evaluation of the proposed
approach, we constructed a testing database which contains
1,000 images collected from various occasions. We manu-
ally annotated the ground truth detection for each image.
The ROC curve is shown in Fig. 5. This curve shows that at
80 percent detection rate, the detector has a false positive
rate of about 1/200,000 which corresponds to about one
false alarm per frame for 320� 240 images. This is
comparable to the most recent method reported in [36].

Our extensive experiments show that the proposed field
model is capable of capturing the nonrigidity caused by the
view changes of the pedestrian. In our test data, there is a
large volume of images where the pedestrians present
various profiles. Some of the detection examples are shown
in Fig. 6. The algorithm can also easily detect multiple
targets. In the bottom right image, a false alarm was
observed. In these results, the algorithm did not detect the
sitting persons and the cyclist. This is reasonable, because
the upper body of these examples are largely inclined and
our training set did not contain such cases.

In addition, this field model is also able to detect the
target from various environments. Some of the results are
shown in Fig. 7. The robustness comes from the observation
models of �1 and �0. We did observe the case where in a
region the edge map is pervasive and it is impossible to tell
from the edge map where the person is.
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Fig. 5. ROC curve of the proposed pedestrian detector.

Fig. 6. Pedestrian detection under various views.



Besides detection, a question of great interest is to reveal
the value of hidden field. For each detected region, when
displaying the corresponding mean field f�ig, a clear
pedestrian contour can be seen. Some examples are shown
in Fig. 8.

In addition, the proposed detection algorithm is efficient.

Currently, our unoptimized C++ implementation runs at

about two frames/second on a Pentium IV 2GHz PC for

320� 240 images. We believe there is much room for

improving the implementation. Beyond most existing

methods, the proposed field model enables parallel

computing, since the mean field updating on the set of

sites is intrinsically parallel. In addition, when building real

systems, the proposed detection method can be easily

combined with background subtraction, motion detection,

or other remedies to further reduce the false alarm rate

while not decreasing the detection rate. (We did not

perform these postprocessing in our experiments, in order

to provide a true ROC of the new model.)

7.2.2 Evaluation on Partial Occlusion

More interestingly, the proposed field model works well

even when the target is partially occluded. Sample results

on the detection under occlusion are shown in Fig. 9. This

feature is unique, since the robustness to partial occlusion is

an intrinsic benefit of the proposed field model. This is truly

owing to the properties of the field model because it is not

necessary for the proposed method to deliberately include

the occlusion cases in training data. On the contrary,

vectorized shape models, such as active shape models [5],

cannot cope with this problem since it is generally infeasible

to include all possible occlusion situations in training.

To perform a quantitative study on the robustness of our

method, another test database was created, consisting of

three subsets, each of which contains 100 images under a

certain rough percentage of occlusion (less than 20 percent,

between 20 percent and 40 percent, and over 40 percent,

respectively). The ROC curves for these occlusion cases

were obtained and are shown in Fig. 10.

These ROC curves show that the performance of the

proposed method does not degrade much when the

percentage of occlusion is under 40 percent, since 80 percent

detection rate can be achieved with comparable false positive

rate as the case without occlusions. But, when the occlusion is

over 40 percent, the detection rate drops a lot. Although such

quantitative measures are rough, they do verify the robust-

ness of the proposed approach to partial occlusions.

7.2.3 Comparison with the AdaBoost Detector

We compare the performance of the proposed method with

the AdaBoost detector [35], which is by far one of the best

for face detection and is widely used for various object

detection tasks. To have a comprehensive comparison, six

different data sets were used:

. Data set A is a set of 1,000 images including both

nonocclusion and occlusion cases.
. Data set B is a set of 1,000 images of nonocclusion

cases only.
. Data set C is a set of 300 images of various occlusion

cases.
. Data set D is a set of 100 images, each of which

presents over 40 percent occlusion.
. Data set E is a set of 100 images, each of which

presents 20 percent to 40 percent occlusion.
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Fig. 7. Pedestrian detection in various environments.

Fig. 8. The mean field inference of the hidden Markov field. The right
column shows the estimated mean field f�ig of the detected regions on
the left column.



. Data set F is a set of 100 images, each of which

presents less than 20 percent occlusion.

The ROCs on these data sets are shown in Fig. 11 and

Fig. 12.

Fig. 11a shows the two ROCs on data set A that contains a

mixture of nonocclusion and occlusion cases, and Fig. 11b on

data set B of all nonocclusion cases. These ROCs show that

our method has overall 5-10 percent higher detection rate

than the AdaBoost detector. With high false alarm rates, both

methods have high detection rates (over 90 percent).

Fig. 12a shows the ROCs on data set C, and gives the

comparison of the two methods on general occlusions. It is

apparent from this figure that our method significantly

outperforms the AdaBoost detector. With high false alarm

rates, our method can obtain over 80 percent detection while

Adaboost is merely 70 percent. Figs. 12b, 12c, and 12d show

the ROCs on various degrees of occlusions. If the target

present with over 40 percent occlusion, AdaBoost detector

hardly works, while our method has over 60 percent

detection. When the target has a moderate occlusion (between

20 and 40 percent), our method also significantly outperforms

AdaBoost. When the occlusion is less than 20 percent, the two

methods are comparable, but our method is slightly better.

7.3 Pedestrian Tracking

Tracking nonrigid objects is a challenging problem, especially

when the camera is not fixed and the target presents large

shape variances, as in the demonstration of this section. Since

the mean field approximation also gives the data likelihood

(given a global motion) by integrating out all possible local

nonrigidity, this is powerful and ideal for tracking nonrigid

targets, as described in Section 6.2. We did extensive

experiments and verified this idea. In our experiments, a

particle filter was applied to track the targets, i.e., to estimate

the extrinsic pose parameters y ¼ fu; �; sg through the video.

Four hundred particles were used in the experiments.

Some sample frames are shown below in Fig. 13. Actually,

this is a difficult sequence for many tracking schemes. One

difficulty is that the camera is not static and tracking methods

based on background subtraction cannot be applied. In

addition, when the pedestrian walks and rotates, the visual

appearances change dramatically and present nonstationary

characteristics, which is a very difficult problem for visual

tracking in general. This example shows the effectiveness of

the proposed field model. Our method can handle such a

difficult scenario because the image likelihoods have inte-

grated all the shape deformations. The C++ implementation

of the proposed tracking algorithm runs at over 15 frames/

second on a Pentium IV 2GHz PC.

8 DISCUSSION AND CONCLUSIONS

Characterizing priors of nonrigid shapes is critical for

analyzing nonrigid objects. Global or vectorized approaches

such as PCA prove to be effective in capturing global

deformation by reducing global correlations. However, these

vectorized models are neither suitable for handling local

nonrigidity nor robust to partial occlusion, which are both

important for many real-world applications such as pedes-

trian detection and tracking. This paper proposed a new

statistical method to capture the local nonrigidity based on a

two-layer field model, where a Boltzmann distribution was
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Fig. 10. ROC curves on the three testing subsets under different
occlusion percentages.

Fig. 9. Sample results of pedestrian detection under partial occlusions.



employed to characterize the complicated prior for local

variability and a variational mean field approximation was

presented for computationally efficient inference, likelihood

calculation and model training. Due to the distributed

likelihood model, this new field method is robust to

occlusion. Based on the framework of this field model, the

detection and tracking problems were also investigated and

results presented. The success of applying the proposed

method to pedestrian detection and tracking showed its

effectiveness and general applicability.
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Fig. 11. ROC curves on Data set A and B. (a) ROC on Data set A. (b) ROC on Data set B.

Fig. 12. ROC curves on Data set C, D, E, and F. (a) ROC on Data set C. (b) ROC on Data set D. (c) ROC on Data set E. (d) ROC on Data set F.



Aligning training data in the proposed approach is easier

than labeling landmark data in the active shape model [5],

but it does leave a problem: How sensitive is the trained

model to the alignment errors? We leave this for further

studies. In addition, in our future work, we plan to

investigate the capacity of the proposed Boltzmann field

model, i.e., to what extent the model can capture local

nonrigidity. Moreover, better image observation models

will be studied to reduce the false alarm rate.

APPENDIX

This appendix gives the derivation of the mean field

approximation of (7). Based on (5) and (6), we have:

JðQiÞ ¼ HðQiÞ þ
X
k6¼i

HðQkÞ

þ
Z
xi

QiEQ½log pðX;ZÞjxi�:

Since Qi is a distribution, we can construct a Lagrangian:

LðQiÞ ¼ JðQiÞ þ �

Z
xi

Qi � 1

� �
:

Then, the derivative of LðQiÞ with regard to Qi gives:

@LðQiÞ
@Qi

¼ � logQi � 1�EQ½log pðX;ZÞjxi� þ �:

Once we set the derivative to zero, we obtain:

Qi ¼ e�1þ�þEQ½log pðX;ZÞjxi� ¼ 1

Zi
eEQ½log pðX;ZÞjxi�:
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