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ABSTRACT

Future many-core processors will require high-performance
yet energy-efficient on-chip networks to provide a commu-
nication substrate for the increasing number of cores. Re-
cent advances in silicon nanophotonics create new opportu-
nities for on-chip networks. To efficiently exploit the ben-
efits of nanophotonics, we propose Firefly – a hybrid, hier-
archical network architecture. Firefly consists of clusters of
nodes that are connected using conventional, electrical sig-
naling while the inter-cluster communication is done using
nanophotonics – exploiting the benefits of electrical signal-
ing for short, local communication while nanophotonics is
used only for global communication to realize an efficient on-
chip network. Crossbar architecture is used for inter-cluster
communication. However, to avoid global arbitration, the
crossbar is partitioned into multiple, logical crossbars and
their arbitration is localized. Our evaluations show that
Firefly improves the performance by up to 57% compared
to an all-electrical concentrated mesh (CMESH) topology
on adversarial traffic patterns and up to 54% compared to
an all-optical crossbar (OP XBAR) on traffic patterns with
locality. If the energy-delay-product is compared, Firefly
improves the efficiency of the on-chip network by up to 51%
and 38% compared to CMESH and OP XBAR, respectively.

Categories and Subject Descriptors

C.1.2 [Computer Systems Organization]: Multiproces-
sors—Interconnection architectures; B.4.3 [Hardware]: In-
terconnections—Topology

General Terms

Design, Performance
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Interconnection Networks, Topology, Nanophotonics, Hier-
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1. INTRODUCTION
With the prevalence of dual-core and quad-core proces-

sors in the market, researchers could not help projecting a
many-core era with tens, hundreds, or even thousands of
cores integrated on a single chip [14, 6, 37]. One of the most
critical issues in the many-core era will be the communica-
tion among different on-chip components. The increasing
number of components on a chip calls for efficient Network-
on-chip (NoC) designs where data are routed in packets on
shared channels instead of dedicated buses [12].

Because of the high latency of on-chip, global communica-
tion using conventional RC wires, designers have explored al-
ternative technologies including electrical transmission lines
[17], radio frequency (RF) signaling [9], and nanophoton-
ics [38, 24]. While electrical transmission lines and RF
signaling both provide low latency, they suffer from low
bandwidth density, relatively large components, or electro-
magnetic interference. Nanophotonics, on the other hand,
provides high bandwidth density, low latency, and distance-
independent power consumption, which make it a promising
candidate for future NoC designs. However, nanophotonics
has its own constraints. For example, unlike conventional
electrical signaling, static power consumption constitutes
a major portion of the total nanophotonic communication
power [5].Nanophotonics also come with the additional en-
ergy cost for electrical to optical (E/O) and optical to elec-
trical (O/E) signal conversions.

In this paper, we propose the Firefly architecture – a
hybrid, hierarchical on-chip network that employs conven-
tional electrical signaling for short/local communication and
nanophotonics for long/global traffic. The nanophotonic
channels implement a crossbar, but to avoid global switch
arbitration, the crossbar is partitioned into multiple, smaller
crossbars and the arbitration is localized. By reducing the
size of the crossbars, the nanophotonic hardware is signif-
icantly reduced while maintaining high-performance. Lo-
calized crossbar arbitration requires single-write-multi-read
(SWMR) bus structure which can be power inefficient. To
overcome this problem, we describe the reservation-assisted

SWMR design that incurs additional latency but significant
reduction in energy consumption. The Firefly architecture
is compared against alternative architectures using synthetic
traffic patterns and traces from SPLASH2 [40] benchmarks
as well as data mining applications [30].

In summary, the contributions of this paper include:
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• A hybrid on-chip network architecture that exploits
the benefits of both electrical signaling and silicon nanopho-
tonics to improve the efficiency of on-chip networks.

• A scalable topology, Firefly, which supports high through-
put with multiple global crossbars efficiently imple-
mented by leveraging nanophotonics and its broadcast
capability.

• A thorough evaluation of the Firefly and alternative
architectures using synthetic traffic patterns with vary-
ing degrees of locality and traces from SPLASH2 and
MineBench benchmarks.

The remainder of this paper is organized as follows. In
Section 2, we provide background information on silicon
nanophotonic technology and state-of-art topologies for on-
chip networks. Details of the proposed Firefly network ar-
chitecture is described in Section 3 along with the routing
algorithm and flow control. Performance and energy evalu-
ation is presented in Section 4. Section 5 discusses related
work and we conclude the paper in Section 6.

2. BACKGROUND
In this section, we review the relevant nanophotonic com-

ponents that Firefly exploits to implement an efficient NoC.
We also present information on state-of-art on-chip network
topology design, with a focus on two alternative topologies
that can exploit nanophotonics.

2.1 Nanophotonic devices

Figure 1: Schematic of nanophotonic devices

The nanophotonic devices needed to support the Fire-
fly architecture include waveguides for routing optical sig-
nals, ring modulators for E/O signal conversion, resonant
detectors for O/E signal conversion, and a laser source. A
schematic representation of these components is shown in
Figure 1. Lasers of multiple wavelengths are fed from the
laser source into a shared waveguide. The resonant modu-
lator modulates electrical signal onto a specific wavelength,
which traverses the waveguide and is absorbed by the reso-
nant detector of that specific wavelength. The resonant de-
tector ring has a Ge-doped section which converts the optical
energy into electrical signal. This modulation/detection pro-
cess does not interfere with the lasers of other wavelengths.

• Waveguides & Laser Source: Planar optical waveg-
uides can be fabricated using Si as core and SiO2 as
cladding with transmission loss as low as 3.6dB/cm
[39] and good light confinement, allowing for sharp
turns (radius of 2um) with minimal loss (0.013dB)
[39]. With Dense Wavelength Division Multiplexing
(DWDM) technique, lasers of different wavelengths can

be transmitted within the same waveguide without in-
terfering with each other. This allows for high band-
width density and reduced layout complexity. We as-
sume an off-chip laser source [15, 14, 25], which pro-
vides 64 wavelengths with low power.

• Resonant Modulators & Detectors: DWDM
can be realized using ring resonators. The radius of
the ring together with thermal tuning decides the spe-
cific wavelength it modulates and it can be brought
in and out of resonance by charge injection. Such di-
rect modulation can achieve a data rate as high as
12.5Gbps/link [41]. CMOS-compatible Germanium (Ge)
can be introduced to dope resonant rings to build se-
lective detectors [31, 42]. Efficient low capacitance de-
tectors can be designed to absorb a fraction of the laser
power of its resonant wavelength, enabling broadcast
support for the reservation channels in Firefly. Opti-
cal splitters can also be used for such multi-cast struc-
tures.

2.2 On-chip Network Topologies
2D mesh topology has often been assumed for on-chip

networks as it maps well to a 2D VLSI planar layout with
low complexity. Different on-chip networks have been built
using a 2D mesh topology [6, 37]. However, the 2D mesh
topology has several disadvantages, including the need to
traverse through large number of intermediate routers. This
increases packet latency and results in an inefficient network
in terms of power and area [3]. Recent work has shown
that the use of concentration and high-radix topology is
more efficient for on-chip networks [3, 20]. However, these
evaluations were done assuming conventional, electrical sig-
naling. The availability of silicon nanophotonics presents
new opportunities in on-chip network architecture. Previous
work that incorporate nanophotonics into on-chip networks
assume conventional topologies such as a crossbar [38] or
torus [33]. In this section, we briefly review two alternative
nanophotonic on-chip networks: the Dragonfly topology [21,
22] and Corona [38], an on-chip optical crossbar.

2.2.1 Dragonfly Topology

The Dragonfly topology [21, 22] has been recently pro-
posed for large-scale, off-chip networks to exploit the avail-
ability of economical, optical signaling technology and high-
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Figure 2: Dragonfly topology mapped to on-chip
networks.
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Figure 3: Firefly topology: (a) logical inter-cluster crossbar for 64-core CMP, (b) shared waveguide supporting
the inter-cluster crossbars, and (c) waveguide for a 256-core CMP with the routing schemes.

radix routers to create a cost-efficient topology. A schematic
view of the topology mapped to on-chip networks is shown
in Figure 2, which depicts a 64-core chip assuming a con-
centration of 4. The 16 routers are divided into 4 groups.
Within each group, the routers are electrically connected us-
ing mesh topology and each router in the group is connected
to a different group through optical signaling.

By creating groups, the effective radix of each router is
increased to minimize the cost of the network. However, it
relies on indirect adaptive routing [16] and multiple global
channel traversals for load balancing – resulting in addi-
tional complexity to support an extra E/O, O/E conversion.
In addition, packets are routed within both the source and
destination groups, which increases hop count.

2.2.2 Corona Architecture

Corona [38] exploits nanophotonics by using an all-optical
crossbar topology. A 64×64 crossbar is implemented with
multi-write-single-read optical buses. Each of the 64 buses
or channels consists of 4 waveguides, each with 64 wave-
lengths and each channel is assigned to a different node in
the network.

Scaling switch arbitration in a high-radix crossbar presents
many challenges [23] but Corona also exploits nanophoton-
ics for their global, switch arbitration by using an optical
token-ring arbitration. A token for each node, which rep-
resents the right to modulate on each node’s wavelength, is
passed around all the nodes continuously on a dedicated ar-
bitration waveguide. If a node can grab a token, it absorbs
the token, transmits the packet, and then releases the token
to allow other nodes to obtain the token. In this paper, the
Firefly architecture we propose partitions a large crossbar
into multiple, smaller crossbars – avoiding global arbitration
by using localized, electrical arbitration done among smaller
number of ports. Instead of using multi-write optical buses,
the Firefly topology uses multi-read optical buses assisted
with reservation broadcasting, which results in a trade-off
between additional energy for laser and less hardware.

3. FIREFLY ARCHITECTURE
Firefly is a hierarchical network topology that consists

of clusters of nodes connected through local, electrical net-
works, while nanophotonic links are overlaid for global, inter-
cluster communication, connecting routers in different clus-

ters, as shown in Figure 3(a). Routers from different clusters
that are optically connected to each other form an assembly

and a crossbar topology is used. Each router is labeled with
CxRy where x is the cluster ID and y is the assembly ID –
routers with the same x value share the same cluster and
communicate through the conventional electrical network
while routers with the same y value communicate through
the global nanophotonic links. For example, routers C0R0,
C1R0, C2R0, and C3R0 in Figure 3(a) form a logical cross-
bar and are part of Assembly 0 (A0), while C0R0, C0R1,
C0R2, and C0R3 are part of Cluster 0 (C0).

3.1 Cluster and Assembly
Since conventional electrical signaling are efficient for short-

range communication, electrical signaling is used to cre-
ate a cluster of local nodes. We use a concentrated mesh
(CMESH) [3] topology for intra-cluster communication with
4-way concentration – i.e., 4 processors share a single router.
We implement external concentration [28] instead of increas-
ing router radix to reduce router complexity.

Such a hierarchical network can result in inefficiency for lo-
cal traffic that crosses the boundaries of clusters. Additional
electrical channels can be provided as“stitching”channels to
connect all physically neighboring routers – i.e., add a chan-
nel between C0R1 and C1R0 in Figure 3(b). However, our
analysis shows that stitching increases the number of electri-
cal channels by approximately 40% for a 256-core chip multi-
processors (CMP) while the performance gain was negligi-
ble for uniform random traffic pattern. The use of stitch-
ing channels also complicates routing. Thus, because of the
added complexity with minimal benefits, we do not adopt
stitching channels for the Firefly architecture.

3.2 Nanophotonic Crossbar Implementation
The nanophotonic crossbars can be implemented in vari-

ous ways. One such implementation is single-write-multiple-
read (SWMR) nanophotonic buses [24] as shown in Fig-
ure 4(a). Each node has a dedicated sending channel (CH0,
CH1, ..., CH(N−1)), which is used to transmit data to other
nodes. Each channel consist of multiple waveguides with
multiple wavelengths on each waveguide through DWDM –
resulting in w bits of data transferred in each cycle. All the
nodes on a crossbar are equipped to “listen” on all the send-
ing channels and if the destination of the data packet is the
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Figure 4: Implementations of a nanophotonic
crossbar (a) Single-write-multi-read bus (SWMR),
(b) Multi-write-single-read bus (MWSR), (c)
Reservation-assisted SWMR (R-SWMR), (d)
Reservation flit

current node, the packet is received. Thus, each node uses
one channel to transmit data while having N − 1 channels
to receive from the other N − 1 nodes.

Another implementation of nanophotonic crossbars is multiple-
write-single-read (MWSR) nanophotonic buses as shown in
Figure 4(b). Each router “listens” on a dedicated channel
and sends on the listening channels of all the other routers.
Contention is created when two routers (e.g., R0 and R1

in Figure 4(b)) attempt to transmit to the same destina-
tion (RN−1) using the same channel (CH(N−1)). Thus, ar-
bitration is required to guarantee that only a single router
transmits on a given channel at any moment. The all-optical
crossbar (OP XBAR) we evaluate in Section 4 adopts MWSR
and uses token-based arbitration to resolve write contention.

The SWMR and MWSR implementations have their re-
spective pros and cons. SWMR avoids the need for global
arbitration by preventing write contention; however, SWMR
has higher power consumption. As shown in Figure 4(a),
when a router (R0) sends a packet, it essentially broadcasts
to all the other N − 1 routers, which are continuously cou-
pling energy from the laser of the sending channel (CH0)
to check if they are the destination. Thus, the sender (R0)
has a fan-out of (N − 1) and the laser power has to be, in
general, (N − 1)× stronger than that of a unicast laser, to
activate all the receivers. Extra demodulation power is also
consumed during this broadcast process.

3.3 Reservation-assisted SWMR
One possible improvement over the baseline SWMR im-

plementation is to turn off the receiver ring detectors as soon
as possible by broadcasting the head flit 1. Once the head
flit is broadcast, all the receivers can compare their ID with
the destination ID within the head flit. Non-destination
receivers can turn off their detectors and the SWMR bus
essentially becomes a unicast channel for the remaining flits
in the packet. Thus, theoretically, unicast laser power can
be used for the transmission of the remaining flits. However,
this method has significant limitations. First, with wide dat-
apath, packets consist of only few flits – thus, broadcasting
the head flit is still inefficient. Second, since off-chip laser
source is employed and the routers are physically far from

1A packet is partitioned into one or more flits and a packet
consists of a head flit, followed by zero or more body flits [11].
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Figure 5: Pipeline stages for a 3-flit packet from
C0R0 to C5R3. Single cycle routers (RT), Reserva-
tion Broadcast (RB), link traversal (LT), and optical
input arbitration (OA)

the laser sources, it is difficult to regulate the laser power
on-the-fly at a flit granularity.

To overcome these problems and achieve both localized ar-
bitration and power efficiency, we propose the implementa-
tion of reservation-assisted SWMR (R-SWMR) buses. Ded-
icated reservation channels (CH0a,CH1a,. . . ,CH(N−1)a) are
used to reserve or establish communication within the as-
semblies as shown in Figure 4(c). All the receivers are turned
off by default. When a router attempts to send a packet, it
first broadcasts a reservation flit, which contains the destina-
tion and packet length information, to all the other routers
within the assembly. Then, only the destination router will
tune in on the corresponding data channel to receive the
packet in the following cycles, while all the other routers in
the assembly will not be coupling laser energy – resulting in
point-to-point or unicast communication instead of expen-
sive broadcast on the wider data channels. R-SWMR results
in an extra pipeline stage – Reservation Broadcast (RB), as
shown in Figure 5. Virtual cut-through flow control [19] is
adopted to guarantee that packets are not interleaved once
a reservation is established.

Thus, with R-SWMR, we avoid power hungry broadcast-
ing on the wide data channels, but still eliminate the need
for global arbitration by broadcasting on the much narrower
dedicated reservation channels.

An example is shown in Figure 4(c). For an assembly
of size N , with w-bit datapath and supporting s different
packet sizes, the reservation flit is log N + log s = log (Ns)
bits wide, with log N bits used for destination identification
and log s bits for packet size information. When R0 tries
to send a packet to RN−1, it first broadcasts on the reser-
vation channel CH0a, to inform RN−1 to listen on CH0 in
the following cycles, then the w-bit flits are sent, with uni-
cast power, from R0 to RN−1. The reservation channels in
the R-SWMR architecture introduces overhead in terms of
area and energy. The area overhead in terms of additional
waveguide is log (Ns)/w and the static laser power over-
head is approximately (N − 1) log (Ns)/w. The dynamic
E/O and O/E power overhead for reservation flits depends
on the packet size t and can be estimated as log (Ns)/(wt).
Based on the parameters that we used in our evaluation in
Section 4 (N = 8, s = 2, w = 256, t = 2), this results in only
1.5% area overhead, 11% static power overhead, as well as
5.5% dynamic power overhead.

3.4 Router Microarchitecture
To support the Firefly architecture, one extra port is re-

quired for inter-cluster communication as shown in Figure
6, which highlights the added logic compared to a conven-
tional virtual-channel router. With R-SWMR implemen-
tation, each router sends data on a dedicated channel and
thus, packets going to any other cluster are switched to the
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architecture for Firefly.

same router output port for E/O conversion. On the re-
ceiver end, each router has separate receivers and buffers
for every other router in the same assembly. The detectors
of the reservation channels compare the destination ID in
the received reservation flit (from all the senders in different
clusters), and controls which receivers on the data channels
to turn on for O/E conversion and the duration of the re-
ception. Buffered packets, from different clusters are then
multiplexed into a single global input port of the router.
Round robin arbitration is used for the local arbitration and
we conservatively allocate one extra cycle for the arbitration
(OA stage in Figure 5).

With this architecture, the inter-cluster crossbar arbitra-
tion is localized to the receiver side. While avoiding global
bus arbitration, this architecture requires extra buffers. For
a cluster size of 8, it requires 1.4× more buffers than a radix-
5 virtual-channel router, if the per-VC buffer depth and the
number of VCs are held constant.

3.5 Routing and Flow Control
Routing in Firefly consists of two steps: intra-cluster rout-

ing and traversing the nanophotonic link. The intra-cluster
routing can be done either within the source cluster (FIRE-
FLY src) or the destination cluster (FIREFLY dest), as shown
in Figure 3(c). For FIREFLY src, the packet first traverses
the electrical links within the source cluster (C0) towards the
“take-off” router (C0R3). Then, it traverses the nanopho-
tonic link to reach its final destination (C5R3). The routing
steps are reversed with FIREFLY dest – first traversing the
nanophotonic link to reach the destination cluster and then,
routing within the destination cluster to reach its destina-
tion. A third option (FIREFLY rand) is to randomize be-
tween these two schemes. For both FIREFLY src and FIRE-
FLY dest, no additional virtual channel (VC) is needed to
avoid routing deadlock but for FIREFLY rand, 2 VCs are
required. Our analysis shows that all the 3 routing schemes
show very similar performance and for the rest of this paper,
we use FIREFLY src for evaluation.

Credit-based flow control is used for both local, electrical
channels and the global, optical channels to ensure no pack-
ets are dropped in the network. Credits are decremented
once a flit is ready to be transmitted and sent back up-
stream through piggybacking. Note that there are multi-
ple buffers at each optical input port before the multiplexer
(Figure 6) and their credits are maintained separately and
sent upstream to different routers.

3.6 Summary of the Firefly Architecture
Nanophotonic communication provides many benefits such

as low latency, high bandwidth density, and repeater-less
long range transmission. However, it also presents some new
challenges. Various aspects of Firefly are designed to address
these challenges to improve the efficiency of the design.

• Hierarchical Architecture: Even though nanopho-
tonics can transmit data at the speed of light, it also
consumes considerable amount of energy in the form of
static and dynamic power dissipation (0.5pJ/bit [5]).
Thus, Firefly uses nanophotonics only for long, inter-
cluster links, while utilizing economical electrical sig-
naling for local, intra-cluster links. Hence the total
hardware and power consumption is reduced.

• Efficiently Partitioned Optical Crossbars: Cross-
bar as a topology has many benefits, including uni-
form bandwidth and unit network diameter. How-
ever, the conventional, electrical crossbar scales poorly,
while the all-optical crossbar requires global arbitra-
tion. Firefly uses multiple smaller crossbars – eliminat-
ing the need for global arbitration and also reducing
the hardware complexity. We localize the arbitration
for each small crossbar and exploit R-SWMR optical
buses to reduce power consumption.

• Simplifying Routing with Extra Bandwidth: In-
stead of relying on adaptive, non-minimal routing which
requires multiple E/O, O/E conversions, we leverage
the high-bandwidth density provided by nanophoton-
ics and devised a topology that provides scalable inter-
cluster bandwidth, which scales up with the number of
routers in a cluster.

4. EVALUATION
In this section, we evaluate the performance of Firefly

and compare it against alternative architectures using syn-
thetic traffic patterns and traces from SPLASH2 [40] and
MineBench [30] benchmarks. We compare energy efficiency
of alternative architectures, provide discussion on the impact
of datapath width, and discuss how different cost models im-
pact the optimal architecture.

4.1 Simulation Methodology
A cycle accurate network simulator is developed based on

the booksim simulator [11, 3] and modified to represent the
topologies and routing algorithms that are evaluated. The
simulator models both a 4-stage pipelined router [11, 37] and
an aggressive, single-cycle router [27]. The total latency of
E/O and O/E conversion is reported to be around 75ps [18]
and is modeled as part of the nanophotonic link traversal
time. Assuming a die size of 400mm2, the nanophotonic
link traversal time amounts to be 1 to 8 cycles based on the
distance between the sender and receiver. Electrical link

Table 1: Simulation configuration
Concentration (# cores per router) 4
Total Buffer per link 1.5KB
Router Pipeline Stages 4-cycle / 1-cycle
Electrical Link Latency 1 cycle
Optical Link Latency (func of dist) 1 – 8 cycles
Data bus width / Flit Size 256-bit
CPU Frequency 5 GHz

433



Table 2: Evaluated topologies & routing

Code Name Topology Global Routing
Min

#VC

CMESH Concentrated mesh dimension-ordered routing 1

DFLY_MIN
Minimal routing, traversing 

nanophotonics at most once.
2

DFLY_VAL

Nonminimal routing, 

traversing nanophotonics up 

to twice.

3

OP_XBAR
All-optical crossbar using token-

based global arbitration
destination-based routing 1

FIREFLY

Proposed hybrid architecture 

with multiple logical optical 

inter-cluster crossbar. 

Intra-cluster routing in the 

source cluster before 

traversing nanophotonics

1

Dragonfly topology mapped  to 

on-chip network

traversal time is modeled as 1 cycle between neighboring
routers, as the time to cover the distance is predicted to
be 50 ps for 45 nm technology [10]. The clock frequency
is targeted at 5GHz. Table 1 summarizes the architectural
configuration.

The topologies and routing algorithms evaluated are listed
in Table 2. We evaluate a CMP with 256 cores. All topolo-
gies implement a concentration factor of 4 – i.e., four pro-
cessor nodes sharing a single router such that the topologies
result in a 64-node network. To reduce the complexity, we
assume an external implementation of concentration [28].
Because of the complexity of indirect adaptive routing [16] in
on-chip networks for a Dragonfly topology, we use both min-
imal (MIN) routing and non-minimal routing with Valiant’s
algorithm (VAL) to evaluate the performance of Dragon-
fly. OP XBAR uses token-based global arbitration similar
to Corona [38]. However, OP XBAR is not identical to the
Corona architecture. For example, in the token arbitration
of Corona, multiple requests can be submitted for arbitra-
tion in a single cycle to increase the chance of obtaining a
token [7]. This arbitration will increase the throughput on
traffic patterns such as uniform random compared to our
OP XBAR. However, we assume a single request from four
nodes can be submitted for arbitration to simplify the ar-
chitecture and provide a fair comparison against alternative
architectures.

The network traffic loads used for evaluation are listed in
Table 3. In addition to load/latency comparisons, we eval-
uate synthetic workloads to model the memory coherence
traffic of a shared memory with each processor generating
100K remote memory operations requests. Once requests
are received, responses are generated. We allow 4 outstand-
ing requests per router to mimic the effect of MSHRs – thus,
when 4 outstanding requests are injected into the network,
new requests are blocked from entering the network until
response packets are received. The synthetic traffic pat-
terns used are described in Table 3 and include two traffic
patterns (Mix Lx and Taper LxDy) that incorporate traffic
locality [13].

4.2 Load-Latency Comparison
To compare the throughput of the various topologies, the

simulator is warmed up under the specified loads without
taking measurements until steady-state is reached. Then a
sample of injected packets are labeled during a measurement
interval. The simulation is run until all labeled packets exit
the system. The performance of the system is measured
utilizing the time it takes to process these labeled packets.
The total amount of buffer for each port is fixed at 48 flits
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Figure 7: Load latency curve (single-flit pkts) for
(a,c) bitcomp and (b,d) uniform traffic using (a,b)
single-cycle router and (c,d) 4-cycle router.

and is divided into the minimum number of virtual chan-
nels needed by each topology/routing algorithm, as listed in
Table 2. The cumulative injection rates for the four concen-
trated processors are used as the load metrics.

Figure 7 shows the results of two synthetic traffic patterns,
bitcomp and uniform random. In the comparison, the bisec-
tion bandwidth for the topologies using nanophotonics is
held constant – i.e., the number of waveguides are identical.
However, the amount of optical hardware (e.g., ring mod-
ulators) to support the topologies are different: Dragonfly
requires approximately 1

4
the number of rings of the Firefly

and 1
32

that of the OP XBAR. Firefly exceeds the through-
put of Dragonfly (both DFLY MIN and DFLY VAL) by at
least 70% and OP XBAR by up to 4.8× because of better
utilization of the optical channels. For Dragonfly, the num-
ber of global channels in each router needs to be increased to
provide sufficient global bandwidth [21]; however, this would
require increasing the router radix and complexity and we do
not assume this implementation of Dragonfly. The through-
put of OP XBAR is limited by the token based channel arbi-
tration scheme. For example, under uniform random traffic,
with single flit packets, each packet has to wait for 4 cy-
cles on average before being sent, hence the throughput is
less than 0.25. Alternative arbitration schemes such as gen-
erating multiple requests for the token [7] can improve the
throughput but would also require additional complexity.

Compared to CMESH, Firefly reduces zero-load latency
by 24% and 16% for bitcomp and uniform random traffic,
respectively. With use of low-latency nanophotonics, the re-
duction increases to over 30% if 4-cycle routers are assumed.
Despite higher hop count in the Firefly topology compared
to OP XBAR, with single-cycle routers and uniform ran-
dom traffic, the zero-load latency of Firefly is within 24% of
OP XBAR which does not require any intermediate routers
because OP XBAR has to wait, on average, 4 cycles for
the token before traversing the waveguide. However, if the
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Table 3: Network loads

Traffic Name Details MineBench kmeans, scalparc

Bitcomp dest id = bit-wise not (src id) SPLASH2 barnes,cholesky,lu,water_spatial

Neighbor Randomly send to one of the source's neighbors Synthetic Load Type Details

Transpose (i,j) => (j,i)

Uniform Uniform Random traffic

Mix_Lx
Mixture of intra-cluster and inter-cluster U.R. traffic. x  is the 

ratio of intra-cluster traffic.

Taper_Lx Dy
Mixture of short-range and long-range U.R. traffic. x is the 

ratio of short-range (manhatton distance < y) traffic.

Synthetic Workload

100K reqs/node, 

request & reply inter-dependence.

Read_Req & Write_Reply: 8 Bytes

Write_Req & Read_Reply: 64 Bytes

TracesSynthetic Traffic Patterns
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Figure 8: Load latency curves (5-flit Pkts, single-
cycle router) (a) bitcomp, (b) uniform

router latency is increased to 4 cycles, Firefly results in 2.4×
increase in zero-load latency compared to OP XBAR. The
need for intra-group routing at both the source and desti-
nation groups increases the latency of Dragonfly and results
in 16% and 26% higher zero-load latency compared to the
Firefly for single-cycle and 4-cycle routers, respectively.

4.2.1 Packet Size Impact

Figure 8 shows the load-latency curve for the various ar-
chitectures under traffic with 5-flit packets. Comparing Fig-
ure 7 and Figure 8, one interesting observation is that larger
packet size results in improved throughput for OP XBAR.
This is because OP XBAR holds on to the token when send-
ing the multiple flits in a packet and improves the average
utilization of the token and channel. However, the localized
arbitration of Firefly still allows more than 25% throughput
increase compared to OP XBAR.

4.3 Synthetic Workload Evaluation
Workloads using synthetic traffic patterns are used to com-

pare the different topologies, with completion time of exe-
cution used as a metric for comparison (Figure 9). With
256-bit flit size, read requests and write replies are single-
flit packets and 64B cache lines in read replies and write
requests will require 2 flit packets. Assuming single-cycle
routers and with the exception of neighbor traffic, Firefly
provides the highest performance across all traffic patterns
thanks to its low latency and high throughput. Compared to
CMESH, Firefly reduces the execution time by 29% on av-
erage, apart from the neighbor traffic, where Firefly suffers
from the“boundary”effect as described earlier in Section 3.1.

Compared to OP XBAR, an average of 40% execution
time reduction is achieved with low per-hop latency. How-
ever, if 4-cycle routers are assumed, the comparison changes.

For traffic with little locality such as bitcomp and transpose
permutation traffic, OP XBAR with a network diameter of
one outperforms Firefly by 9% and 17%, respectively. How-
ever, because of the hierarchical network of the Firefly topol-
ogy, Firefly outperforms OP XBAR by 14% and 22% on
highly localized traffic patterns mix L0.7 and taper L0.7D7,
respectively. The higher hop count of CMESH results in
higher performance degradation with 4-cycle router as the
Firefly provides up to 51% speedup over CMESH. Perfor-
mance of Dragonfly heavily relies on the choice of routing
scheme for different traffic. Even with a proper routing
scheme adopted for Dragonfly, Firefly still achieves around
22% execution time reduction on average (compared with
the better of DFLY MIN and DFLY VAL). This is because
of the 8× inter-cluster bandwidth provided by the Firefly
topology.

4.4 Trace-Based Evaluation
Traces from SPLASH2 and MineBench benchmarks are

used to compare the performance of the various architec-
tures. We use the average latency of packets injected into
the network as a metric in our comparison as shown in Fig-
ure 10. Assuming 4-stage routers, Firefly reduces average
packet latency by 30% on average compared to CMESH and
is within 50% compared to OP XBAR. With a single-cycle
router, the latency is reduced by 32% on average compared
to OP XBAR. For benchmarks such as Scalparc where a
hot-spot traffic is created with a single node as the bottle-
neck, Firefly provides 62% reduction in latency compared to
OP XBAR (27% with 4-cycle router).

4.5 Energy Comparison

4.5.1 Energy Model

In this section, we estimate the energy consumption of
the various architectures under the same network loads. We
model the energy components in Table 4. The functioning of
ring modulators and resonators are sensitive to temperature
and thus requires external heating [5]. OP XBAR consists
of 8× more micro-rings compared to Firefly, but considering
the heat flow, we assume a 4× ring heating power. Similarly,
we assume Dragonfly consumes 1

3
heating power compared

to Firefly as it has 1
4

amount of rings. To establish the
communication within an assembly, Firefly needs to broad-
cast on the reservation channels, as described in Section 3.2,
and the laser power for the reservation channels is estimated
to be 7× that of a unicast laser. We conservatively ignore
the laser power for the token waveguides in OP XBAR. A
1-to-64 demux is used for OP XBAR to route flits to the ap-
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Figure 9: Normalized (with respect to CMESH, uniform traffic, single-cycle router) execution time for
synthetic workloads
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Figure 10: Average Latency for SPLASH2 and MineBench Applications

Table 4: Energy components
Dynamic Power Static Power
Router Buffer Laser
Router Switch / Demux Ring Heating
Electrical Link Traversal
Photonic Modulation & Demodulation

Table 5: Firefly energy parameters [5, 38]
Flit Size 256 bits
Electrical Router (pJ/flit/hop) 60
Electrical Link (pJ/flit/hop) 38
Optical Transmission (pJ/flit) 40
Chip Laser Power (W) 9.3
Chip Ring Heating Power (W) 3.6

propriate modulator circuit. Dynamic energy consumption
in the routers and demux are estimated according to their
respective sizes (number of inputs × number of outputs).
Electrical leakage power is ignored across all the topologies.

To represent the state-of-art energy consumption of elec-
trical links, we assume the per-hop electrical energy con-
sumption to transmit a 256-bit flit to be 98pJ/hop [38]. For
the optical components, values reported by Batten et. al. [5]
are followed. With these parameters, the resulting energy
parameters for Firefly with 256-bit flits are listed in Table
5. The total static optical power (laser and ring heating)
is 12.9W for Firefly. The ring heating power of OP XBAR
is estimated to be 4× of Firefly at 14.3W, while its laser
power is lower at 8.4W, giving a total of 22.7W. Dragon-
fly requires even fewer rings than Firefly and its total static
optical power comes to 9.6W.

4.5.2 Synthetic Workload Energy Comparison

A detailed energy breakdown is shown in Figure 11 for ta-
per L0.7D7 and bitcomp traffic assuming single-cycle routers.

With partitioned crossbars, Firefly reduces the amount of
micro-rings on the datapath by a factor of 8 compared to
OP XBAR and thus saves 75% ring heating energy. The
reservation broadcasting imposes a 11% static laser power
overhead for Firefly as compared to OP XBAR. However,
due to the high throughput and low execution time (i.e.,
57% under bitcomp) of Firefly, the average laser energy per
packet is 37% lower in Firefly under bitcomp traffic than
OP XBAR. For a similar reason, the per-packet ring heat-
ing energy for Firefly is 14% of that in OP XBAR for bit-
comp traffic. Firefly utilizes local electrical meshes, and the
associated router and electrical link traversal energy consti-
tutes 65% of the total per-packet energy for bitcomp traffic.
But overall, Firefly achieves only a 4% per-packet energy
reduction over OP XBAR under bitcomp traffic. When lo-
cality is introduced in the traffic, the reduced average hop-
count and reduced optical link traversal in Firefly results in
much lower per-packet energy consumption. Thus, for ta-
per L0.7D7, Firefly reduces per-packet energy consumption
by 34% over OP XBAR.

CMESH is also sensitive to traffic locality. For global
traffic like bitcomp, the large hop counts results in low en-
ergy efficiency. For such traffic patterns, CMESH performs
worse than all the optical alternatives. When locality is
available, the efficiency of CMESH significantly improves.
However, with taper L0.7D7, Firefly still achieves 14% lower
per-packet energy consumption than CMESH, while 18% re-
duction is achieved for bitcomp traffic. Dragonfly topology
requires less optical hardware than Firefly and thus con-
sumes lower heating power. However, VAL routing requires
traversing nanophotonic links twice while minimal routing
does not exploit path diversity and results in poor perfor-
mance – which translates into increased static energy con-
sumption.

Figure 12 shows the energy consumption for a wide range
of synthetic workloads. In general, OP XBAR is more effi-
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Figure 11: Energy breakdown for bitcomp and taper L0.7D7 traffic (1-cycle router)
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Figure 12: Average per-packet energy consumption for synthetic workloads

òòóôõõóôööóô÷÷óô
øùúûüýþÿ����� ����	
��
�����������������
������������  !"#� $������  !"#� 

%&%' ( ' )*&

Figure 13: Energy delay product for synthetic workloads normalized to CMESH

cient for global traffic patterns (with 4-cycle routers, OP XBAR
is most efficient for bitcomp and uniform traffic), while CMESH
and Firefly are more efficient for traffic with locality. On
average, Firefly reduces per-packet energy consumption by
4% over OP XBAR with 4-cycle routers (21% if single-cycle
routers are used). Compared with CMESH, with single-
cycle routers, Firefly consumes 8% less energy per packet on
average except for neighbor traffic.

4.5.3 Synthetic Workload Energy Delay Product Com-
parison

In addition to performance and energy consumption, we
compare the efficiency of the alternative topologies by using
the Energy-Delay-Product (EDP) (= Total Energy × To-
tal Execution Time) metric as shown in Figure 13. With
4-cycle routers, OP XBAR is most efficient for global traffic
patterns (bitcomp, transpose, and uniform), and has on av-
erage 25% lower EDP than Firefly. However, with locality
in the traffic, Firefly reduces EDP by up to 38% compared
to OP XBAR on mix and taper traffic patterns. Firefly also

reduces EDP by up to 51% compared to CMESH on all traf-
fic patterns except neighbor traffic. By reducing the per-hop
latency to a single-cycle router, Firefly is the most efficient
across all non-neighbor traffic patterns – achieving EDP re-
duction by up to 64% compared to OP XBAR, and up to
59% compared to CMESH.

4.6 Impact of Datapath Width
The wide datapath of on-chip networks are used to ex-

ploit abundant on-chip bandwidth; however, a wider data-
path can also increase the cost of the network despite its
higher performance. In Figure 14, we compare alternative
architectures as we vary the width of the datapath for bit-
comp and uniform random traffic patterns. The impact of
datapath width across the architectures and traffic patterns
is similar for both performance and energy cost. Reduc-
ing datapath width increases the serialization latency and
thus, reduces performance. However, the energy per packet
is also lowered with narrower datapath because of the re-
duced static and dynamic power consumption. For exam-
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Figure 14: Datapath width trade-off. Execution time and per-pkt energy are normalized to 256-bit CMESH
under uniform random traffic. EDP is normalized to 256-bit CMESH under each traffic pattern.
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Figure 15: Technology sensitivity comparing OP XBAR vs. Firefly under (a) bitcomp and (b) taper L0.7D7
traffic and (c) CMESH vs. Firefly under taper L0.7D7 and bitcomp

ple, when reducing the datapath width by 2× (from 256
to 128 bits), the performance of Firefly is reduced by up
to 23% while also reducing the energy per-packet by up to
33%. When the EDP of the different datapath width are
compared, the optimal datapath width of each architecture
vary. For example, for all-electrical CMESH, wider datap-
ath is more efficient for both bitcomp and UR because of
the significant increase in performance. On the other hand,
for all-optical OP XBAR, narrower datapath are more ef-
ficient for bitcomp as the performance benefit of increased
datapath width is much smaller. For the Firefly topology,
a more efficient architecture can be achieved by halving the
datapath from 256 to 128 bits and reducing EDP by up to
20%

4.7 Technology Sensitivity Study
The comparison of alternative architectures was based on

the technology parameters described in Section 4.1. How-
ever, as technology continues to evolve, technology param-
eters will change and impact the energy cost of the various
topologies in different ways. In this section, we vary the en-
ergy cost of critical nanophotonic and electrical components
and evaluate their impact on the efficiency of Firefly.

To evaluate the impact of nanophotonic technology, we
use the following two parameters :

Ring Heating Ratio (α) =
Future per-ring heating power

Current per-ring heating power

Laser Ratio (β) =
Future unicast laser power

Current unicast laser power

as they represent a significant component of nanophotonic

energy consumption. Although optical modulation and de-
modulation energy will change as technology evolves, for
simplicity, we assume that they do not scale. The energy
consumed by the electrical network is also assumed to be
constant for this comparison. Figure 15(a, b) shows the
comparison of OP XBAR and Firefly where the y-axis is
the per-packet energy of the OP XBAR normalized to that
of Firefly. Any value greater than 1 on the y-axis repre-
sents technology parameters which results in Firefly consum-
ing lower energy. With the parameters used in Section 4.1
(α = β = 1), OP XBAR consumes 3.8% more energy than
Firefly on bitcomp. However, our analysis shows that for
α ≤ 0.9 or β ≤ 0.7, OP XBAR will consume lower energy.
As the cost of nanophotonics is reduced with lower α and
β values, an all-optical architecture will be more efficient.
However, for traffic with locality, such as taper L0.7D7 (Fig-
ure 15(b)), the power budget of ring heating needs to be
reduced by 80% (i.e., α reduced to 0.2) for OP XBAR to
consume less energy than Firefly.

In order to study the effect of scaling of electrical technol-
ogy, we keep the cost of nanophotonics constant and vary
the relative cost of electrical technology – electrical ratio, γ,
as follows:

Electrical Ratio (γ) =
Future per-hop electrical energy

Current per-hop electrical energy

As shown in Figure 15(c), the traffic locality does not have
a significant impact in comparing CMESH and Firefly as γ
is changed. However, as γ is decreased, the per-hop energy
cost of electrical network is reduced. With the energy cost
of nanophotonic assumed to remain constant, if the cost of
electrical per-hop energy cost is reduced by more than 40%,
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CMESH will consume lower energy per packet compared to
Firefly.

5. RELATED WORK
Optical signaling has been widely used in long-haul net-

works because of its low-latency and high-bandwidth [1].
Optical signaling has also been proposed in multicomputers
[8, 29, 34], but not widely used due to its high cost. However,
recent advances in economical optical signaling have enabled
off-chip networks with longer channels and topologies such
as the Dragonfly topology [21, 22].

Recent advances in optical signaling [2, 4, 32, 36] have
made the use of on-chip optical signaling a possibility. Dif-
ferent on-chip network architectures have been proposed to
exploit silicon nanophotonics including Corona [38] archi-
tecture described earlier in Section 2.2. A crossbar struc-
ture has also been proposed by Batten et al. [5] to connect
a many-core processor to the DRAM memory using mono-
lithic silicon. Their work focuses on core-to-memory commu-
nication whereas the Firefly exploit nanophotonics for intra-
chip communication. Kirman et al. [24] proposed a 64-node
CMP architecture which takes of advantage of nanophoton-
ics to create an on-chip bus and results in a hierarchical,
multi-bus interconnect. However, since the optical signal-
ing is used as a bus, the on-chip network is not scalable as
the network size increases. Shacham et al. [35] proposed us-
ing an electrical layer for control signals while the channels
and the switches used to transmit data are done in optical
signaling. The resulting network uses conventional on-chip
network topology such as a 2D mesh/torus topology and
creates a circuit switched network. However, since the size
of the packets are relatively small compared to the size of
the channel width, using circuit switching is not efficient for
on-chip networks. In addition, zero-load latency is increased
on all packets with the need to setup a circuit.

Chang et al. [9] use radio frequency (RF) signaling inter-
connect to reduce the latency of global communication in on-
chip networks. The proposed topology used a 2D mesh net-
work overlaid with a RF interconnect and frequency division
multiplexing to increase the effective bandwidth. However,
this overlay approach creates an asymmetric topology and
requires complicated deadlock avoidance scheme to recover
from deadlock. Krishna et al. [26] also proposed a hybrid ap-
proach to interconnect design by using multi-drop wires with
low-latency in addition to conventional electrical signaling.
They share a similar objective as our proposed architecture
in exploiting characteristics of different interconnect but use
the low-latency interconnect for control signals only. In ad-
dition, they use a 2D mesh topology with advanced flow
control mechanism (express virtual channel) to improve ef-
ficiency while this work describes an alternative topology to
exploit nanophotonics. Partitioning a high-radix crossbar
into multiple, smaller crossbar was proposed in the micro-
architecture of a high-radix router to create a hierarchical
crossbar [23]. The nanophotonic crossbar in the Firefly is
similar to the hierarchical crossbar but we exploit the ben-
efits of nanophotonic to provide uniform global bandwidth
between all clusters.

6. CONCLUSION
In this work, we proposed a hybrid, hierarchical on-chip

network architecture that utilizes both optical signaling and

conventional, electrical signaling to achieve an energy-efficient
on-chip network. The multiple, locally arbitrated optical
crossbars are used for global communication and an electri-
cal concentrated mesh is used for local, intra-cluster commu-
nication. This hierarchical topology results in a scalable on-
chip network that provides higher performance while mini-
mizing energy consumption. Compared to an all-electrical
concentrated mesh topology, Firefly improves performance
by up to 57% while improving the efficiency ( in terms of
EDP ) by 51% on synthetic workload with adversarial traffic
patterns. Compared to an all-optical crossbar, Firefly im-
proves performance by 54% and efficiency by 38% on traffic
patterns with locality.
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