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I. INTRODUCTION

The RoboHelper project aims at building an effective and
user friendly communication interface for assistive robots
that can help the elderly live independently at home. Such
communication interface should incorporate multiple modal-
ities of communication, since collaborative task-oriented
human-human communication is inherently multimodal.

Data was collected from twenty collaborative task-oriented
human-human communication sessions between a helper and
an elderly person in a realistic setting (fully functional studio
apartment). We observed that these interactions involve a
specific type of gestures, Haptic-Ostensive (H-O) actions
[1]. H-O actions manipulate objects, but they also often
perform a referring function. For example, the helper may
open a drawer without saying a word while looking for a
pot, and the elder may say “Not there”. “there” is a so-
called referring expression whose referent (the drawer) was
established in the context without any words, but through the
action of opening the drawer itself, namely via visual and/or
haptic cues (note that as far as the helper is concerned, even
if they were blindfolded they could establish the existence
of the drawer via the action they perform). We ultimately
envision an interface that can exploit a multiplicity of cues
— spoken, visual and haptic — to support communication.
In our project, we investigate which roles H-O actions play
in interaction, since H-O actions have not been studied as
much as spoken and visual signals; and we show that we
can actually recognize H-O actions from the haptic signals.
We believe that our work on H-O actions is applicable to any
domain where participants (including robots) collaborate on
tasks that involve object manipulation.

A. Data Collection and Analysis

Speech, vision and haptics data was collected while an
elderly person was helped by a caregiver to perform (Instru-
mental) Activities of Daily Living (ADLs and IADLs) [2]
in a fully-functional studio apartment. ADLs are activities
that are essential for a person to live independently, such
as getting up from a bed or chair, getting dressed, preparing
dinner. Our experiments were designed in such a way that the
elderly person was in charge of the ADLs with the caregiver
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providing only minimal support, since gerontological studies
indicate that physical and cognitive activities keep older
people healthier [3], [4]. The haptic data was unobtrusively
obtained in our studies via a sensory glove with pressure
sensors that we developed in-house [5]. This data constitutes
the ELDERLY-AT-HOME corpus which was extensively
annotated for features of interest (details in [6]). This corpus
comprises 2555 spoken utterances, 571 pointing gestures,
and 1088 H-O actions - hence, H-O actions constitute 25%
of all communication events.

II. H-O ACTIONS: ROLES AND RECOGNITION
A. H-O Actions and Language Understanding

To process the spoken utterances that we collected in
RoboHelper, we developed two components:

1) The Dialogue Act Classifier, which recognizes the true
intention behind an utterance. For example, Not there
is not simply a negative statement, but an indirect
command to look somewhere else.

2) The Reference Resolution Module, which resolves
referring expressions to the entities that they refer to
in the real world (referents). Examples of referring
expressions from our corpus include pronouns such as
it, they; deictics such as this, that, there; and full noun
phrases such as the second drawer.

For both components, we showed that the information con-
veyed by H-O actions plays a crucial role — namely, that
including H-O actions (and gestures in general) among
the features that these two modules have at their disposal
significantly imrpoves their performance [6], [7].

B. Recognition of H-O Actions from Haptic Signals

The components we just described make crucial use of H-
O actions, however those models are based on H-O actions
manually annotated on the basis of the videos we collected.
Needless to say, to achieve true human-robot interaction, H-O
actions need to be recognized from the haptic signals. Ideally,
we should automatically recognize the H-O actions from the
haptic data collected in our corpus. Unfortunately, this was
not possible because the collected haptic data turned out to
be corrupt. In the a posteriori analysis, several problems
were identified. In some cases, the communication was lost
between the data collection module and the computer used to
store the data (the speech and video data was not affected).
In other cases, the pressure sensor data was corrupted due
to an outer glove that was worn over the fabricated glove so
that the subjects’ hands would be more easily identifiable
by the computer vision algorithms. Thus additional data



was collected in the same studio apartment to develop the
automatic recognition algorithms for H-O actions. Four pairs
of subjects wore the same equipment as in the ELDERLY-
AT-HOME data collection, and performed the same (I)ADLs.
Our subjects were young adults (UIC students); one subject
played the role of the helper, and the other the role of the
elderly person. To collect the haptic data the subject playing
the role of helper wore our data glove. The data obtained
from the experiments mirroring the ELDERLY-AT-HOME
corpus was termed as the Naturalistic Validation (NatVal)
set. Table I presents the frequency distribution of H-O actions
among the four helper subjects, in the NatVal set. Table 11
shows the recognition results for H-O actions performed in
the NatVal set. Overall, 67.9% of the total 183 H-O actions
were correctly classified to the right group. Elsewhere we
have provided further details on the successful classification
of different H-O actions within one group (manipulation of
planar object) [5]. This classification is performed using the
Dynamic Time Warping (DTW) algorithm. Results obtained
with other algorithms have been discussed in [8].

TABLE I: Frequency distribution of actions in the NatVal set

Helper | Helper | Helper | Helper
1 2 3 4 Total
Open/Close
Cabinet 13 13 24 17 67
Open/Close | 0 17 4 37
Drawer
Grasp
Plate 3 4 2 8 17
Grasp Pot | 8 6 5 4 23
Grasp
Small 3 6 4 4 17
Items
[ Idle Hand [ 8 [ 4 [ 8 [2 22 |
[ Total [ 51 [ 33 [ 60 [ 39 [[ 183 |

TABLE II: Confusion Matrix for Cross-Validation on the

NatVal set
Open/ Open/ Gras Grasp
p| Grasp Idle
Clo_se Close | prate| Pot | SM2!| Hand Total
Cabinet| Drawer Items
Open/Close
5 1 67
Cabinet 3 > 3 0 3
Open/Close || , 28 0 0 3 4 |3
Drawer
Grasp
Plate 4 2 6 0 3 2 17
Grasp
Pot 4 1 1 17 0 0 23
Grasp Small 5 ) 2 2 5 1 17
Items
Idle
Hand 1 4 1 0 1 13 20
Total 69 42 13 20 12 25 183

C. Interpersonal Communication Through Physical Interac-
tion

In addition to recognizing H-O actions, the research team
identified actions which involve interpersonal communica-
tion through haptics and explored one such action, i.e.,
collaborative manipulation of planar object. The details of
this work are presented in [5]. This work can be easily
adapted to different sensors and hardware platforms and
particularly, utilized to make the robot-human hand-over of
planar objects more realistic.

III. FUTURE WORK

The research done as a part of the RoboHelper project is
an important step towards better communication interfaces
for assistive robots, in general and specifically in the elderly
care domain. Future work includes testing the developed
methodology on a robotic platform. A preliminary imple-
mentation is underway in ROS [9], including a real-time
implementation of the H-O action recognition algorithms
[10]. We have started experimenting with a Nao robot -
a humanoid robot from Aldebaran Robotics. An important
question that will be addressed is whether H-O actions can
inform coreference resolution and dialogue act classification
even when they are recognized automatically and thus with
lower accuracy.
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